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ABSTRACT

Testbench development is a major component of simulation based verification, which is the de-facto verification technique used in the industry. Verification of a TLM design is not complete without a measure of the effectiveness of its testbenches. We devise a coverage driven testbench generation technique where the coverage metric uses that of a fault insertion based approach, namely mutation testing. Mutation testing is a commonly used software testing technique to measure the quality of testbenches. In mutation testing, the goal is to insert mutations (syntactic changes) into the program and check whether the impact of these mutations on the program can be detected by the available testbenches. If the testbenches cannot detect the impact of these inserted mutations then one can potentially add new testbenches to detect these changes. In this work, we automate the process of mutation testing based testbench generation exploiting the properties of concurrent TLM designs. Our framework is novel in that it uses the byte code representation of SystemC TLM models using Low Level Virtual Machine (LLVM) framework. Furthermore, these testbenches can detect concurrency related defects such as deadlocks or race conditions. We perform experiments on TLM models to demonstrate the effectiveness of our test bench generation approach.

Categories and Subject Descriptors

D.2.4 [Software Engineering]: Software/Program Verification; D.2.5 [Testing and Debugging]: Testing tools
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1. INTRODUCTION

The increasing complexity of System-on-Chips (SoCs) exposed limitations of standard Register Transfer Level (RTL) simulations. The main limitation is related to the low level nature of RTL originating simulations with poor performance. Furthermore, the costs of debugging and validation of RTL simulations reached levels unbearable to the industry.

Transaction Level Modeling (TLM) is an approach that overcomes the RTL scalability problem by operating at a higher level of abstraction. The basic idea of TLM is to model hardware components as modules that communicate with transactions. Due to its higher abstraction level, TLM allows fast simulations that can be used by designers in an early stage of the design cycle to obtain various performance results and discover potential errors of the real system.

In recent years, SystemC became a de-facto standard for simulation of SoCs using TLM designs. SystemC [1] is an IEEE standard C++ library composed of an event scheduler and constructs to represent the concurrent behavior of hardware. The SystemC TLM [1] standard enables system level verification and debugging as well as hardware/software co-design, architectural exploration, and power/performance analysis.

Automated verification of SystemC TLM designs is valuable since the verification phase can potentially consume a substantial part of the design cycle. Although formal verification of TLM designs are emerging, simulation remains the most popularly used verification technique in the industry. Nevertheless using this approach, verification of a TLM design is not complete without a measure of the effectiveness of its testbenches. Hence, it is crucial to aid hardware designers with methods that automatically generate testbenches based on a coverage criteria to guarantee that the generated testbench is effective with respect to the criteria.

Mutation testing is a commonly used software testing technique to measure the quality of testbenches. Mutation testing consists of inserting errors, known as mutations, into the program and checking if the testbenches detect the inserted mutations. If the testbenches cannot detect the impact of a set of mutations, then one can argue that new testbenches need to be added to detect these changes and improve the overall testbench quality.

In this paper, we devise an automated hybrid coverage driven testbench generation technique based on mutation testing. We base our fault model in the hypothesis that a suitable testbench for a concurrent program should reach the maximum number of synchronization operations possible. We are interested in exploring the effects of mutated synchronization operations in fault identification and resolution.

The problem of whether a test case can reach a point in a
program is undecidable [34]. We apply static analysis techniques to generate constraints over the input variables from a bounded version of the original program. Our method exploits the properties of concurrent TLM designs and the deterministic semantics of the SystemC scheduler. From the generated constraints, we obtain concrete input tests using a Satisfiability Modulo Theories (SMT) solver, an efficient constraint-satisfaction problem solver [4]. Finally, we dynamically generate oracles that encapsulate the impact of the mutations based on execution trace comparison. Hence, we achieve testbenches with high ratio of detected mutants.

Our framework is novel in that it uses the byte code representation of SystemC TLM models using the Low Level Virtual Machine (LLVM) framework [22]. LLVM is a compiler framework designed for aggressive multistage optimizations over a well-defined intermediate representation. The main advantage of this approach is that we lift the lack of formal semantics of the high-level language C++ that represents one of the current problems of SystemC TLM design validation [28]. Hence, by using LLVM Intermediate Representation (IR) we leverage its formal semantics to apply formal methods such as SAT/SMT solvers or theorem proving.

We also show with a complete example of our approach that we can detect concurrency related defects such as deadlocks or lost notifies. We perform initial experiments on TLM models to demonstrate the effectiveness of our test bench generation approach.

The rest of the paper is organized as follows. Section 2 describes related work in SystemC mutation testing and test case generation using mutation analysis. Section 3 details the background on mutation testing, SystemC TLM and LLVM. Section 4 describes our mutation framework for SystemC that operates at the LLVM byte code level. Section 5 describes our testbench generation flow with details of our algorithms for input generation. Section 6 presents a dynamic approach for oracle generation and Section 7 describes our experiments. We conclude with a discussion of our current limitations to be left as future work and conclusions.

2. RELATED WORK

Mutation testing is an approach based on software testing to assess the quality of test suites [8, 31, 32]. It has been defined for programming languages such as Java [27, 7], state machines [33] and hardware description languages such as Verilog [15]. A detailed survey on applications of mutation testing can be found in [20].

Mutation testing has been widely applied in exploiting the correlation between the fault model and real faults [3]. The standard mutation testing approach is to inject mutations into the program one at a time, and check whether the test suite can identify the fault introduced. Hence, it helps to strengthen the quality of test suites by providing information related to tests cases that should complement the test suite. Mutation testing has proven more powerful than other coverage criteria such as statement, branch, and all-use dataflow [13, 39, 26].

Standard mutation frameworks implement optimization to reduce the high number of mutants generated. Prior work on mutant equivalence [36] and higher order mutation testing [19] have tackled this problem.

A mutation model for SystemC TLM 2.0 communication interfaces have been defined in [5, 6] and this has been extended to all SystemC concurrency constructs in [37]. Our work implements a mutation framework that supports the latter mutation model. We do not require any modification of the SystemC libraries, hence our mutation framework is scalable and transparent to the user.

Automated test case generation is a natural application of mutation testing. Early research on mutation testing [30] developed methods based on constraint solving to solve the input-mutant reachability problem. In [12], this work is extended with a necessity condition encoding the mutant effects on states of the program. Moreover, [10, 18] have used fault models for test generation.

μTest [14] applies a genetic algorithm to generate unit tests for object-oriented classes in Java based on mutation analysis. The framework generates oracles to increase mutation coverage by comparing execution traces of a test case on a program and its mutants. Our approach focuses on the domain of concurrent programs and uses a byte code representation that supports a wider range of programming languages.

SymBMC [34] uses SMT/bounded model checking approach using mutation analysis to generate test cases from ANSI-C programs. KLEE [9] and KLOVER [24], perform symbolic execution of sequential C and C++ programs represented with the LLVM byte code for automatic test suite generation. Recently, GKEE [25], a tool based on KLEE, applies concolic execution to CUDA programs for test generation. The tools of the KLEE family require manual instrumentation from the user and all except GKEE do not handle concurrent programs. Our approach is more transparent to the user and supports a better integration since we do not require any user modification on the source code.

3. BACKGROUND

In this section, we provide background on Mutation Testing, SystemC TLM and LLVM.

3.1 Background on Mutation Testing

Mutant testing is based on a fault model represented as a set of mutation operators. A mutation operator MO is a non-deterministic rewrite system.

Example Mutation operator MO for wait(e):

\[
\text{wait}(e) \rightarrow \text{wait}(1,\text{SC}_{\text{NS}});
\]

\[
\text{wait}(e) \rightarrow \text{e.notify}();
\]

\[
\text{wait}(e) \rightarrow e;
\]

The example above is composed of three rewrite rules. The left hand-side of a rule represents the operation to be mutated, and by definition in a mutation operator, the left hand-side of all rules is the same. The first rule mutates the argument of wait to a value of a different type. The second rule applies the dual relation between wait and notify and the third rule removes the operation.

A mutant P of a program P is the program generated by one reduction of the mutation operator MO. In the previous example, MO can potentially generate three mutants. Following the definition of mutant, we can define killed and live mutant.

Definition 1. A mutant P of a program P is said to be killed by a test t if and only if there are observable differences between P(t) and P(t).

Definition 2. A mutant P of a program P is said to be live
**Algorithm 1** Mutation Coverage Algorithm

**Input:** a program $P$, a testbench $T$.

**Output:** mutation coverage.

1: generate a metamutant $MP$ from $P$;
2: for each mutation operator $MO$ in $MP$ do
3: generate a mutant $P'$ from $MO$ and $P$;
4: for each test $t \in T$ do
5: execute $P'$ with $t$;
6: check if $P'$ is killed by $t$;
7: end for
8: end for
9: compute mutation coverage;

**Definition 2.** A mutant $P'$ of a program $P$ is said to be live if and only if there is no test $t$ in the testbench $T$ that kills the mutant.

Using mutation testing we can compute a new coverage metric, mutation coverage, that is useful to assess the quality of a testbench.

**Definition 3.** The mutation coverage of a testbench $T$ for a program $P$ is the ratio of the number of killed mutants to the number of all mutants.

Mutation coverage is a useful metric since it identifies errors, encoded as mutants, that are not tested in the testbench $T$. Therefore, mutation coverage of $T$ can be improved by extending the testbench with new test cases that kill live mutants.

Algorithm 1 describes a general mutation coverage algorithm. In line 1, we generate a metamutant $MP$ by inserting mutation operators into $P$. A metamutant captures all possible mutations and supports a mechanism that allows dynamic activation of one mutation operator. This strategy is popular for mutant testing since it is more efficient than generating a compiled version of the program for each mutation. In line 3, we generate a mutant from the original program using the mutation operator as described above. Then, in line 4, we iterate over the test suite and execute the mutant with every test. In line 5 and check if the mutant is killed by the test using Definition 1 (line 6). Finally, we compute the mutation coverage rate using Definition 3. A mutation coverage rate of 1 may no be possible due to equivalent mutants.

The complexity of the algorithm can reach $M \times T \times C_I$, where $M$ is the number of inserted mutations, $T$ is the size of the test suite and $C_I$ is the execution cost of one test. Since the number of mutations can be high, mutation analysis suffers from a scalability problem so mutation coverage can be an expensive metric to compute.

### 3.2 Background on SystemC TLM

SystemC [1] models hardware components as modules. Modules are composed of processes which encode the concurrent behavior of the component, and ports that are used for interprocess communication. Although processes run concurrently, their execution is sequential. The SystemC scheduler is non-preemptive; hence, a process has to voluntarily yield control for another process to be executed. The scheduler chooses non-deterministically exactly one process at a time to be executed. It implements an event-based simulator similar to VHDL by handling event notifications and managing updates to channels. Hardware parallelism is abstracted with the notion of delta cycle.

SystemC supports method processes and thread processes. A method executes atomically and cannot explicitly suspend itself. The simulator regains control after the entire method has been executed. Threads are run exactly once by the scheduler and are typically enclosed by a loop that keeps them alive for the duration of the simulation. The program-flow control remains with the thread till it explicitly yields by calling **wait**() or finishing its execution. In the former case, the thread stays in a **wait** state until some event triggers it, and it resumes execution from the next statement after **wait**.

Processes are triggered and synchronized with respect to their sensitivity on events. A SystemC event is the occurrence of an **sc_event** notification and happens at a single point in time. An event has no duration or value. Events are controlled via **wait**, **next** **trigger**, and **notify** functions of the **sc_event** class. A **wait** function changes dynamic sensitivity of a thread process and suspends its execution. For example, **wait(SC_ZERO_TIME)** delays the process by one delta cycle, a process waits on event $e$ with **wait(e)**, and with **wait(e[1]|e[2]|e[3])** a process waits on event $e[1], e[2]$, or $e[3]$.

Events occur explicitly by using the **notify** function, and the scheduler resumes execution of a thread or method process by executing the **trigger** function. For example, $e.notify()$ is called an immediate notification since processes sensitive to event $e$ will run in the current evaluation phase or delta cycle. Using $e.notify(SC_ZERO_TIME)$ processes sensitive to event $e$ will run in the evaluation phase of the next delta-cycle. Using $e.notify(t)$ processes sensitive to event $e$ will run during the evaluation phase of some future simulation time.

Process synchronization also occurs with the usage of channels, interfaces, and ports. These constructs are the core of SystemC Transaction Level Model (TLM) based methodology [1]. The basic idea of TLM is to model hardware components as modules that communicate with transactions. TLM provides interoperability layer for bus modeling through generic payloads and phases that in turn get used through initiator and target sockets. These sockets can use blocking and non-blocking transport interfaces. Different levels of model abstraction is provided in TLM through different coding styles such as loosely-timed (used by blocking transport interface) and approximately-timed (used by non-blocking transport interface). Loosely-timed is more suitable for software development, whereas approximately-timed is more suitable for performance analysis or architectural exploration. Some of the TLM synchronization functions are $b\_transport$ (blocking transport), $nb\_transport\_fw$ (non-blocking transport forward path), and $nb\_transport\_bw$ (non-blocking transport backward path). Note that, in SystemC, communication between processes is established either by explicit concurrency functions or by shared variables.

The following displays the steps of the simulation scheduler in more detail. The first phase of a SystemC simulation, the elaboration phase, consists of describing an architecture by registering the processes in the scheduler and defining constructs for module interconnection.

1. **Initialization**: All processes are made executable in an unspecified order.
2. **Evaluate**: Select a ready-to-run process and resume its
execution. This may result in more processes ready for execution in this same phase due to immediate notification. Signals and channels may invoke a request for update in the update phase.

3. Repeat Step 2 until no more processes are ready-to-run.

4. Update: Execute all pending update requests due to calls made in Step 2.

5. If Steps 2 or 4 resulted in delta event notifications, go back to Step 2.

6. If there are no more events, simulation is finished for current time.

7. Advance to next simulation time that has pending events. If none, exit simulation.

8. Go back to Step 2.

The SystemC scheduler is not preemptive, that is, a process runs without interruption until it explicitly gives control back with a wait statement. In [17], the authors show that a non-preemptive scheduler introduces implicit atomic sections (a wait-to-wait block in a process) hiding most of the issues regarding concurrent accesses to shared resources.

### 3.2.1 SystemC Example

Figure 1 illustrates a SystemC design. We will use this example throughout this paper to demonstrate our methodology. The code in Figure 1 declares a SystemC module \( M1 \) where internal processes, threads \( T1 \) and \( T2 \), communicate through a SystemC event \( e \) and two shared variables \( cs1 \) and \( cs2 \).

In this example, the synchronization of the event \( e \) is guarded by two booleans \( cs1 \) (line 17) and \( cs2 \) (line 26) assigned in the constructor of \( M1 \). The values of \( cs1 \) and \( cs2 \) are assigned to arguments of the constructor. Therefore, both threads \( T1 \) and \( T2 \) are open programs. The input-synchronization dependency of the threads presents an interesting case study since the presence of synchronization errors is not uniquely dependent on the SystemC scheduler. This behavior is similar to synchronization events generated by other processes through interprocess communication. In this paper, we are interested in an automatic method for generation of unit tests that explore different SystemC simulations.

### 3.3 Background on LLVM

LLVM is a popular and steadily growing compiler framework that supports aggressive multistage optimizations with competitive results against industrial compilers. The framework was initially designed to be a flexible, well-documented and transparent infrastructure for research projects in the compiler domain [22].

LLVM supports reusable back-end components that simplify the compiler construction process since, out of the box, compiler implementors can reuse several optimizations and analysis already implemented. Hence, the main compiler construction step is the front-end implementation. Moreover, LLVM provides code generation for several architectures, and although primarily focused on C and C++, other programming language front-ends have been implemented.

In LLVM, every optimization or transformation is performed over LLVM Intermediate Representation (IR) code. The LLVM IR language implements an unbounded register machine. The instruction set is composed of RISC-like three address code instructions in Single Static Analysis (SSA) form [35] with high level type information. The SSA representation form and the combination of low-level and high-level information translate in a well-defined and target-independent semantics. Hence, LLVM IR is suitable for analysis and, in theory, is capable of representing ‘all’ high-level languages cleanly [2, 23].

In Figure 2, we describe some of the productions that compose the implemented LLVM IR grammar. We describe a simplified grammar since we are not interested in attributes such as linkage, section or garbage collection.

An LLVM IR (module) is composed of a list of named types, global variables and functions. A named typed, (nmd-ty), binds an identifier to a type. In line 1 of Figure 3, `%"class std:: ios_base :: Init"` is defined as the integer type of one byte. A global variable (global) is represented by an identifier, a type and an optional value if the variable is initialized. Line 2 of Figure 3, defines `"@M1"` as a constant with the value `"M1"`.

Function definitions are composed of a declaration (identifier (ident), type (ty) and parameters (param)*) and a list of basic blocks. Each basic block (bb) is represented by a label identifier, a list of (phi) instructions, a list of instructions and a final terminator (tmn) instruction such as an unconditional branch (line 4). A phi instruction represents a choice between several basic blocks.

Instructions are grouped into binary (bop), bitwise (bwop),

---

**Figure 1:** A SystemC Design

```cpp
SC_MODULE(M1) {
    sc_event e;
    bool cs1, cs2;

    SC_HAS_PROCESS(M1);
    M(sc_module_name name, bool x, bool y) {
        SC_THREAD(T1) {
            if(cs1){
                wait(e); // Mutation #1
                cs2=false;
            }
            wait(10,SC_NS); // Mutation #2
            cs2=true;
        }

        void T2() {
            if(cs2){
                cs1=false;
                e.notify(); // Mutation #3
            }
            wait(10,SC_NS); // Mutation #4
            cs1=true;
        }
    }
}
```
vector (vop), aggregate (aop), memory access and addressing (bop), conversion (cop) and other (copp) operations.

LLVM IR is equipped with a type system that adds extra expressive power to the language. Every LLVM IR (value), either an identifier (ident) or a constant (const) has a type (ty). LLVM IR supports primitive types: void, integers with a specified bit width i (int) or (float); and derived types for arrays, vectors, structs, pointers and functions.

4. MUTATION FRAMEWORK

In this section, we describe our SystemC metamutant generation flow illustrated in Figure 4. It is an instance of our mutation framework that operates at the LLVM IR level, since we can potentially mutate programs of all programming languages supported by LLVM.

![Figure 2: LLVM IR Grammar](image-url)

![Figure 3: LLVM IR example](image-url)

![Figure 4: Metamutant Generation Flow](image-url)

Given a SystemC program, we use clang++ [11], a C++ compiler front-end for LLVM, to generate LLVM IR byte code. Then we apply Algorithm 2 based on a fault model for SystemC through an LLVM pass to generate a metamutant.

Algorithm 2 describes our metamutant generation procedure. In line 1, we initialize the integer c to 0. This integer serves as a counter that represents the number of instructions mutated so far and also is an argument to a new mutate function in our mutation library. The mutate function implements a mutation operator. Then, we iterate over all instructions (lines 2 to 4) and check if the current instruction is a call to a relevant SystemC synchronization function (line 5). In that case, in line 7, we mutate the callee of the instruction to point to our mutation library.

We currently explore a simple fault model that implements mutation operators that remove synchronization functions related to SystemC events and time. Nevertheless, our framework is easily extensible to a complete set of SystemC constructs and richer mutation operators.

![Figure 5: Mutant Example for SystemC Design in Figure 1](image-url)

Previous work [37] have investigated the relationship between SystemC TLM synchronization operations and common concurrent error patterns such as deadlocks, lost notifies or data races. Figure 5 shows an example of a mutant generated from the SystemC design in Figure 1. In this case, Mutation #1 was enabled and the mutation operator removed the call to wait(e). Independent of the scheduling order, this mutant has a lost notify in thread T2 if the value of cs2 is true. This information is useful for testers in fault identification and resolution.

5. TESTBENCH GENERATION FLOW

We explore the dependency relation between input variables and synchronization operations following the hypothesis that a suitable testbench for a concurrent program should reach all possible synchronization operations. Although the reachability problem for a general program is undecidable,
we use a bounded version of the original program to partially solve this problem. Therefore, we only support SystemC designs that have free variables in at least one of their processes and support a mechanism such that testing different values for those free variables is possible. Also, note that although in this section we motivate our techniques through SystemC models our results are applicable to SystemC TLM models as well.

Figure 6: Testbench Generation Flow

In Figure 6, we present our automatic test generation flow. Given a SystemC design we start by generating LLVM byte code with clang++. Since the implementation of SystemC and other C++ libraries is heavily based on template programming, we apply various optimizations to obtain more compact byte code modules.

In phase (b), we use the optimizer to transform the current byte code into a form that is suitable for our analysis. In total, we apply 18 LLVM passes (optimizations, transformations) achieving considerable byte code reduction. For the design in Figure 1, we achieve a 80% reduction between the byte code bounded version and an unoptimized version. We describe some of these passes now. We divide the set of transformations applied into decidability and simplification categories. Decidability transformations aim at generating a bounded version of the program such that the reachability problem becomes decidable. For the purpose of our analysis we want to obtain byte code that has no cycles in the basic block graph. Simplification transformations aim at simplifying our formalization. We further reduce the byte code size eliminating LLVM IR constructs not supported by our analysis such as invoke or switch instructions. Also, we leverage the LLVM IR unbounded number of registers to promote the stack to registers and we name all nameless identifiers.

In phase (c), we extract a SystemC model that contains information about the architecture and the behavior of the processes. We describe this method in detail in Section 5.1.

In Section 5.2, we describe our conversion function from a SystemC model to an SMT formula, phase (d), exploiting the deterministic implementation of the SystemC scheduler. Finally, in phase (e), described in Section 5.3, we use an SMT solver to generate a test case.

5.1 SystemC Model Extraction

We have formalized the LLVM IR language with the Utrecht Attribute Grammar System (uagc) [38]. Our representation of LLVM IR is similar to the one in Figure 2. We use a binding library for Haskell [21], a general purely functional language, to retrieve information from LLVM byte code modules. Our main motivation for this approach is a combination of the advantages of Haskell as a prototyping language with an expressive type system and equational reasoning, and the similarities between LLVM IR and functional languages. uagc is a framework suitable for analysis of functional programming languages that generates optimized Haskell programs.

```haskell
int sc_main(int argc, char *argv[]) {
    // Initialize cs1 and cs2 with argv
    M1 M1("M1", cs1, cs2);
    sc_start();
    return 0;
}
```

Figure 7: `sc_main` of SystemC design in Figure 1

In Figure 7, we present a simple example of a simulation model for the SystemC design in Figure 1. In `sc_main`, we start by assigning `cs1` and `cs2` with the user input arguments. Then, we create an instance of the SystemC module `M1` with `cs1` and `cs2`. Finally, we start the simulation with a call to `sc_start`.

``` lowersc
%struct.M1 = type { %"class.sc_core : : sc_module"," , %"class.sc_core : : sc_event"," , %"class.sc_core : : sc_event"," , %"class.sc_core : : sc_event" }
@str = private unnamed_addr constant [3 x i 8] c "M1\00" , align 1
define (i32 sc_main(i32 argc, i 8 * nocapture *argv)) uwtable {
  %S1 = alloca %struct.M1 , align 8
  %Smp = alloca %"class.sc_core : : sc_module_name" , align 8
  %Smp1 = alloca [3 x %struct.M1] , align 8
  %Smp2 = alloca [3 x %struct.M1] , align 8
  call void @Z2N7sc_core14cs_core3module_nameC1EPKc("%class.sc_core : : sc_module_name" * %Smp1 , i 8 * gottenmptr inhblps (i 3 x i 8)\ * &str , i 64 0 ,
          i 64 0) i 64 0)
  call void @Z2N7sc_core14cs_core3mmodule_nameEbhC1EPKc("%class.sc_core : : sc_module_name" * %Smp2 , i 8 * gottenmptr inhblps (i 3 x i 8)\ * &str , i 64 0 ,
          i 64 0) i 64 0)
}
```

Figure 8: LLVM IR of `sc_main`

Figure 8 lists the LLVM byte code relevant to `sc_main`, and in Figure 9 we present its formalization as Haskell data. The `[ ]` notation is the Haskell representation for lists. The model represented in Figure 9 is a simplified, structured and readable version of the actual LLVM byte code of Figure 8.

The `sc_main` byte code starts by allocating a struct `M1` (line 6). The definition of the named type `struct.M1` is listed in line 2. Note that it contains information about the class variables of `M1`. In line 9, there is a call to the constructor of `sc_module_name`. Then, in line 10, an instance of `M1` is defined with a call to the constructor. Finally, `sc_start` is called (line 12) after the call for the destructor of `sc_module_name` (line 11).
We apply static analysis techniques to analyze the elaboration phase of a SystemC simulation model. Our method iterates over all instructions in the \texttt{sc\_main} function and checks for calls to \texttt{sc\_module} constructors until it reaches the call to \texttt{sc\_start}. In case of a call to a \texttt{sc\_module} constructor we retrieve the module information. This function analyzes the named type to retrieve the class variables and inspects the constructor to gather information about the module processes and communication.

We generate a SystemC model with the architecture as in Figure 10. The model is represented by a list of modules. Each module is composed of an identifier, a list of class variables and a list of processes that respect the same declaration order as in the original constructor. A process is either a thread or a method. They are represented by an identifier and the LLVM byte code model of their function bodies.

\subsection{SystemC Model Encoding}

In this section, we present an encoding function to generate an SMT closed quantifier-free formula with bit-vectors from a SystemC model. Given a mutated instruction \(i\) in a basic block \(\beta_i\), and a SystemC model \(M\), as the one in Figure 10, we generate the following SMT formula:

\begin{equation}
\Psi(i, M) = \bigvee_{\beta_i \in \text{Id}} \circ(i, M) \land \bigwedge_{\text{intra } \beta_i} \circ(i, M)
\end{equation}

Formula 1 encodes the reachability problem for LLVM IR with concurrent constructs. We model this problem as a conjunction of the predicates given by operators \(\odot\) (otimes) and \(\oplus\) (oplus).

\(\circ\) encodes the constraints related to local identifiers to reach the basic block of instruction \(i\) and is formally defined as follow.

\begin{equation}
\circ(i, M) = \bigcup_{\beta_i \in \text{Id}} (\Pi(\tau_{\beta_i}, M)) \land \bigwedge_{\text{intra } \beta_i} \circ(i, M)
\end{equation}

To reach the mutated basic block \(\beta_i\), we iterate over its direct basic block predecessors and for each basic block the operator \(\odot\) (odot) encodes the reachability constraints. \(\circ\) performs an intra basic block backwards analysis with an initial predicate that represents the reachability path to \(\beta_i\). The initial predicate is given by \([\tau_{\beta_i}, \beta_i]\) (Formula 3), where \(\tau_{\beta_i}\) is the terminator instruction of the basic block \(\beta_i\).

Finally, we reach the entry basic block by recursion, and guarantee termination based on the assumption that there are no cycles in the basic block graph.

Note that \(\Pi\) is a polymorphic function; \(\Pi(\beta_i)\) computes the direct predecessor set of basic blocks and \(\Pi(\tau_{\beta_i})\) computes the predecessor set of instructions.

\begin{equation}
[\tau_{\beta_i}, \beta_i] = \begin{cases} \text{true}, & (\tau'_{\beta_i} = \text{br } \beta_i) \land \beta_i \equiv \beta_{\alpha} \\ \nu \equiv 1, & (\tau'_{\beta_i} = \text{br } \nu, \beta_i \beta_f) \land \beta_i \equiv \beta_1 \\ \nu \equiv 0, & (\tau'_{\beta_i} = \text{br } \nu, \beta_i \beta_f) \land \beta_i \equiv \beta_f \\ \text{false}, & \text{otherwise} \end{cases}
\end{equation}

\(\odot\) is defined based on set induction. The base case, Formula 4, is the head of the basic block and since there are no more instructions to interpret, we return the predicate. In the induction step, Formula 5, we interpret the instruction \(\epsilon\) with the current predicate \(\psi\). The interpretation function \([\psi]\) encodes the instruction in a simple flat memory model supported by SMT solvers and applies logical conjunction with the current predicate. We have extended the encoding provided in [29] to support synchronization operations. In that case, we apply function \(\Psi\) to retrieve the SMT formula generated. Since such operations are also mutated, we can use memoisation techniques to optimize our implementation.

\begin{equation}
\circ(\psi, \emptyset, M) = \psi
\end{equation}

\begin{equation}
\circ(\psi, \epsilon \cup \tau, M) = \bigcup_{\psi}(\epsilon, \psi, M), \tau, M)
\end{equation}

When reasoning about sequential programs at the LLVM byte code level we can assume reachability of any instruction in a basic block if we reach the entry point of the basic block. However, in a concurrent program reachability from the head of the basic block to the current mutated instruction is not guaranteed. The operator \(\oplus\) (oplus) defined in Formula 6, encodes the constraints for the current thread to be enabled (operator \(\psi\), uplus) and also considers previous deadlock scenarios in the mutated basic block \(\beta_i\) (operator \(\Psi\)). The function \(\Lambda(i)\) returns the set of predecessor operations in the basic block that may lead to a deadlock situation.

\begin{equation}
\oplus(i, M) = \bigcup_{i' \in \Lambda(i)} \Psi(i', M)
\end{equation}
We exploit the deterministic implementation of the SystemC scheduler to fix a scheduling order. In a SystemC model $M$, we define a poset $\prec_{proc}$ composed of the processes in the model. We build this relation based on the declaration order in the original program. For the SystemC design in Figure 1, $T_1 < T_2$.

$$\forall_{i}(i, M) = \begin{cases} \text{true} & T_i \text{ minimal } \prec_{proc} \\ \vee_{T < T_i} \Psi(i^{-1}, M) & \text{otherwise} \end{cases} \quad (7)$$

Operator $\forall_{i}$, in Formula 7, checks if the thread executing instruction $i$, $T_i$ is the minimal element of $\prec_{proc}$. In that case we can assume that $T_i$ will be the first thread to be executed. To guarantee reachability of $i$ if $T_i$ is not the minimal element of $\prec_{proc}$, at least one of the previously executed threads has to reach an instruction $i^{-1}$ that gives control to the scheduler. The operator $\forall$ in Formula 8, encodes the constraints for previous $i^{-1}$ instructions in the basic block.

$$\forall(i, M) = \vee_{T < T_i} \Psi(i^{-1}, M) \quad (8)$$

5.3 Testbench Generation

We pass the generated SMT formula to a solver to generate a set of assignments. It is not guaranteed that the formula generated will be satisfiable. This means that the mutated instruction might be dead or that for that scheduling a deadlock occurs.

In the final step of test generation we map the thread local identifiers to user input arguments of $sc\_main$. The method described in Section 5.2 can be applied to the constructor instruction of the SystemC module. If the formula contains free variables, the SMT solver will choose a default value according to its type.

5.3.1 SystemC Model Encoding Example

We demonstrate our method with the mutant of Figure 5. In Figure 11, we provide the relevant LLVM byte code instructions of thread $T_1$.

```
bb: %tmp = alloca %"class sc_core : : sc_time", align 8
5 %tmp = getelementptr inbounds %struct.M1 %this, i64 0, i32 2
4 %tmp2 = load i8* %tmp1, align 1, !tbaa !0, !range !1
3 %tmp3 = icmp eq i8 %tmp2, 0
2 br i1 %tmp3, label %"crit_end", label %bb4
1 bb4: ; preds = %
bb:
9 %tmp5 = getelementptr inbounds %struct.M1 %this, i64 0, i32 1
10 %tmp6 = getelementptr inbounds %struct.M1 %this, i64 0, i32 0, i32 1
11 %tmp7 = load %"class sc_core : : sc_simcontext" * %tmp6, align 8, !tbaa !0
e1 call void @__ZN7sc_core4waitERKKNS_8sc_event13sc_simcontextE("%class sc_core : : sc_simcontext", %tmp5, %" %class sc_core : : sc_simcontext" %tmp7)
```

**Figure 11: LLVM byte code for T1**

In this example, the mutated instruction $i$ is the $wait(e)$ in line 12, and we use the extracted model $M$ in Figure 10.

$$\Psi(wait(e), M) = \bigoplus(wait(e), M) \land \bigodot(wait(e), M)$$

Since the basic block predecessor of $bb$ is the entry basic block $bb$, the operator $\bigodot$ is reduced to:

$$\bigodot(wait(e), M) = \bigodot([\tau_{bb}, bb4], \Pi(\tau_{bb}), M)$$

Then, we use the interpretation function in Formula 3 to further reduce $\bigodot$ to:

$$\bigodot(bb3 = 0, \top, M) = \text{struct.M1[2] \neq 0}$$

$\top$ is the set of instructions from lines 5 to 2. The $\bigodot$ operator is reduced to $true$ since $T_1$ is the minimal element of $M_T$ and there is no more call wait instructions before line 12. The simplified SMT expression generated is:

$$\Psi(wait(e), M) = \text{struct.M1[2] \neq 0} \land \text{true}$$

Table 1 shows a test suite for $M$ using four mutants. In this case, we achieve total input coverage. Note that some formulas can generate the same test case. This information could be used as a heuristic to reduce the number of mutants.

<table>
<thead>
<tr>
<th>M#</th>
<th>Simplified SMT Formula</th>
<th>Input</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$\text{argv[1]} = t$</td>
<td>$(t,f)$</td>
</tr>
<tr>
<td>M2</td>
<td>$\text{argv[1]} = f \lor (\text{argv[1]} = t \land \text{argv[2]} = t)$</td>
<td>$(f,f)$</td>
</tr>
<tr>
<td>M3</td>
<td>$\text{argv[2]} = t$</td>
<td>$(t,f)$</td>
</tr>
<tr>
<td>M4</td>
<td>$\text{argv[1]} = t \land \text{argv[2]} = t$</td>
<td>$(t,t)$</td>
</tr>
</tbody>
</table>

**Table 1: Test suite generated for SystemC in Figure 1**

6. ORACLE GENERATION

A test oracle is a mechanism that determines the program correctness with respect to a test [40]. We modify this notion of test oracle for our mutation testing based technique as follows. Using the testbenches generated with our method, we produce oracles that represent the differences between a program and its mutant by instrumenting the program with observers for all variables. The observers dump an internal state triggered by any synchronization operation. Our state representation is the thread identifier and the values of all variables in scope. We use execution trace comparison as observable differences to obtain a complete definition of killed mutant. Note that an assertion could also be an oracle for our technique.

Table 2 lists two execution traces generated when executing the original design in Figure 1 and Mutant #1 with the input generated $(t,f)$ from Table 1. Both the original and mutant program start executing $T_1$ with the initial input $(t,f)$. The original program will reach $wait(e)$ and suspend itself. Then $T_2$ will not call notify since $cs2$ is false and wait 10 simulation time units. Since $T_1$ is waiting for the notification of the event, the scheduler will update the time to enable $T_2$, which will then execute $cs1 = true$ and terminate leading to a deadlock. Mutant #1 starts executing $T_1$ and skips the operation $wait(e)$. The second line of the trace corresponds to the dump of the assignment $cs2 = false$. Then both threads will wait 10 simulation time units. The fourth line of the trace corresponds to the assignment $cs2 = true$ and finally, $T_2$ will reach the assignment $cs1 = true$.

Oracles provide useful information to find synchronization errors. Table 3 lists all the schedulings for the test suite generated in Table 1. We can use the execution traces for
fault localization to explain why the program deadlocks in
the original version and not the mutant.

<table>
<thead>
<tr>
<th>M#</th>
<th>Input</th>
<th>Original Schedule</th>
<th>Mutant Schedule</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>(t.f)</td>
<td>T1; T2; T1; T2</td>
<td>T1; T2; T1; T2</td>
</tr>
<tr>
<td>M2</td>
<td>(t.f)</td>
<td>T1; T2; T1</td>
<td>T1; T2; T1</td>
</tr>
<tr>
<td>M3</td>
<td>(t.t)</td>
<td>T1; T2; T1; T1; T2; T1</td>
<td>T1; T2; T1; T2</td>
</tr>
<tr>
<td>M4</td>
<td>(t.t)</td>
<td>T1; T2; T1; T1; T2</td>
<td>T1; T2; T1; T2</td>
</tr>
</tbody>
</table>

Table 3: Schedulings.
(TE = time elapse, DL = deadlock, LN = lost notify)

7. EXPERIMENTS

We have conducted initial experiments with 5 SystemC
designs. We have modified for our analysis four test cases
from the SCRV [16] test suite and implemented an instance
of the producer consumer example. In Table 4, we present
our results. The second column of the table represents the
size of the optimized LLVM byte code in number of lines. In
the third column and fourth columns we present the number
of generated mutants and test cases generated, respectively.
Note that the number of test cases is smaller or equal to the
number of mutants, since we generate at most a single test
case for each mutant. The same test case can kill multiple
mutants. The last column presents our mutation coverage
results. Although we generated test cases that reached all
mutations, the mutation coverage scores were not always
100%. The reason is that some mutations do not produce
any observable effects in the traces, e.g., Mutation #2 in
Table 3. Also in the case of prodcon, the original program
contains redundant synchronization mechanisms, hence muta-
tion these does not produce any observable effect.

<table>
<thead>
<tr>
<th>Design</th>
<th># Lines</th>
<th># Mutants</th>
<th># Test cases</th>
<th>MC</th>
</tr>
</thead>
<tbody>
<tr>
<td>indexer</td>
<td>1077</td>
<td>5</td>
<td>3</td>
<td>80%</td>
</tr>
<tr>
<td>sirac</td>
<td>1110</td>
<td>9</td>
<td>4</td>
<td>89%</td>
</tr>
<tr>
<td>fifteen</td>
<td>1226</td>
<td>4</td>
<td>4</td>
<td>100%</td>
</tr>
<tr>
<td>prodcon</td>
<td>1229</td>
<td>5</td>
<td>3</td>
<td>40%</td>
</tr>
<tr>
<td>srX</td>
<td>1781</td>
<td>5</td>
<td>2</td>
<td>100%</td>
</tr>
</tbody>
</table>

Table 4: Mutation Coverage Results

8. CONCLUSIONS AND FUTURE WORK

In this work, we have introduced a complete testbench
generation flow for concurrent SystemC programs based on
mutation testing. Our framework operates at the LLVM
byte code level, leveraging its formal semantics that lifts
previous limitations of SystemC analysis. Our implementation
operates at the domain of functional languages which are
known to provide useful abstraction patterns for program
analysis. We generate formal models that have wider
applicability in other formal verification fields. Our experi-
ments show that we can automatically generate testbenches
with high mutant coverage ratio. In the future, we plan to
use the Just In Time (JIT) compiler in LLVM for dynamic
compilation of the elaboration phase in SystemC model
generation.
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