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ABSTRACT
In the wild emotion recognition requires dealing with large variances in input signals, multiple sources of noise that will distract the learners, as well as difficult annotation and ground truth acquisition conditions. In this chapter, we briefly survey the latest developments in multimodal approaches for video-based emotion recognition in the wild, and describe our approach.
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We propose using summarizing functionals of complementary visual descriptors. For the audio modality, we propose a standard computational pipeline for paralinguistics. We combine audio and visual features with least squares regression based classifiers and weighted score level fusion. We report state-of-the-art results on the EmotiW Challenge for “in the wild” facial expression recognition. Our approach scales to other problems, and ranked top in two challenges: the ChaLearn-LAP First Impressions Challenge (ICPR’2016) and ChaLearn-LAP Job Interview Candidate Screening Challenge (CVPR’2017), respectively.
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1.1 INTRODUCTION

Audio-visual emotion recognition is not a new problem. There has been a lot of work in visual pattern recognition for facial emotional expression recognition, as well as in signal processing for audio-based detection of emotions, and many multimodal approaches combining these cues [85]. However, improvements in hardware, availability of datasets and wide-scale annotation infrastructure made it possible to create real affective systems a reality, and we now see applications across many domains, including robotics, HCI, healthcare, and multimedia.

In this chapter, we use the term “emotion” to represent a subjective state displayed via social signals. This is markedly different than, say, recognition of the emotional content of a multimedia clip, which deals with emotions that the clip may evoke in its viewers. In this work, we assume that emotions are short-term phenomena with manifest (and possibly idiosyncratic) expressions [68], which we analyze via pattern recognition techniques to determine their possible nature. Depending on the application, these expressions can be defined in a continuous dimensional space (the most frequently used representation being the Valence-Arousal space), or in terms of discrete categories, basic or otherwise. We briefly discuss the issue of representation at the end of the chapter.

Audio- and video-based emotion recognition “in the wild” is still a challenging task. In-the-wild (as opposed to controlled) refers to real-life and uncontrolled conditions of data acquisition, including changing and challenging lighting conditions, indoor and outdoor scenarios, sensor and environmental noise and resolution issues, motion blur, occlusions and pose changes, as well as uncontrolled scenarios from which the emotional expressions are produced. In this chapter, we briefly describe recent advances in audio visual emotion recognition in the wild, and propose a general framework for tackling this problem.

In Section 1.2 we describe related recent work in multimodal emotion recognition from video. Section 1.3 sketches our general framework for processing. Section 1.4 details the framework on three problems with in-the-wild conditions, illustrating the
1.2 Related Work

In the wild conditions may refer to a number of challenges in emotion estimation. The acquisition of the video may be under non-controlled illumination conditions, either indoors or outdoors. The elicited emotions may be spontaneous, thus the manifestation of the expression could be uncontrolled. In the literature, an example of such data are acquired from talk shows, and other naturalistic interactions. The recording medium may be uncontrolled, for instance data acquired with webcams by individuals can be gathered and evaluated. Not all these challenges will be present at the same time. For instance, a dataset collected from movie clips will feature actors, posing for emotional expressions (in a way that can be identified by human viewers), but it will have uncontrolled illumination conditions. Good summaries of available video-based affect databases and their acquisition conditions can be found in [85, 51]. Table 1.2 summarizes the most frequently used video, audio and image based databases. Purely audio-based affective databases collected in the wild are rarely found in the literature, datasets such as TESS [21] and SAVEE [32] are acquired in controlled conditions.

Table 1.1 Popular and recent affect databases with “in the wild” conditions.

<table>
<thead>
<tr>
<th>Database</th>
<th>Type</th>
<th># of Items</th>
<th>Affect Modeling</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFEW [17]</td>
<td>Video</td>
<td>330</td>
<td>7 emotion categories</td>
</tr>
<tr>
<td>AffectNet [58]</td>
<td>Image</td>
<td>~450,000</td>
<td>8 emotion categories; Valence and arousal</td>
</tr>
<tr>
<td>AVEC 2014 [77]</td>
<td>Video</td>
<td>300</td>
<td>Continuous valence, activation and dominance</td>
</tr>
<tr>
<td>EmoChildRU [48]</td>
<td>Audio</td>
<td>1,116</td>
<td>3 affect categories</td>
</tr>
<tr>
<td>EmotioNet [5]</td>
<td>Image</td>
<td>~100,000</td>
<td>12 AUs annotated</td>
</tr>
<tr>
<td>FAU-AIBO [74]</td>
<td>Audio</td>
<td>18,216</td>
<td>11 emotion categories</td>
</tr>
<tr>
<td>FER-2013 [28]</td>
<td>Image</td>
<td>35,887</td>
<td>7 emotion categories</td>
</tr>
<tr>
<td>FER-Wild [59]</td>
<td>Image</td>
<td>~24,000</td>
<td>7 emotion categories</td>
</tr>
</tbody>
</table>

One of the important drivers of research in this area has been the Emotion Recognition in the Wild (EmotiW) Challenges, which introduced and developed an out of laboratory dataset -Acted Facial Expressions in the Wild (AFEW)-, collected from videos that mimic real life, and posing difficult and realistic conditions of analysis [14, 15, 16].
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The EmotiW Challenge, which started in 2013, aims to overcome the challenges of data collection, annotation, and estimation for multimodal emotion recognition in the wild. The challenge uses the AFEW corpus, which mainly consists of movie excerpts with uncontrolled conditions [16]. The top performing system of the first challenge employed visual bag of words features, gist features, paralinguistic audio features and Local Phase Quantization from Three Orthogonal Planes (LPQ-TOP) features, which were separately processed by RBF kernels and combined with a multi kernel support vector machine [72].

In its subsequent years, the EmotiW Challenge saw a marked increase in neural network based solutions. For instance, recurrent neural networks (RNN) were used to model the dynamics of facial expressions [22]. While temporal models improved the performance, they also typically have more parameters and run the risk of overfitting. In the 2015 EmotiW Challenge, the best performing system used a decision fusion approach, with linear SVMs on multiple visual scales and audio [83]. The approach we describe in this work also uses deep neural networks in a transfer learning setting.

Most entries to the EmotiW Challenge describe combinations of weaker learners, such as the pipeline we describe in this chapter. We observe that such weak learners are redundant to some degree, and process similar representations. Nonetheless, their combination is empirically shown to be useful. Training an end-to-end deep neural network (so far) did not improve over such ensemble approaches. [67] reports experiments with VGG-16 [73], VGG-19 [73], ResNet [33], and Xception [11] architectures. [75] reports results with VGG-19, ResNet and BN-Inception [38]. Individually, these models do not reach the accuracy of the ensemble and combined approaches.

Visual processing for emotions mostly focuses on faces. Several off-the-shelf face methods are used to detect and align faces in the literature [79, 82, 56, 86, 4]. [65] experimented with the open source TinyFace detector [35], and reported improved face detection results, but emotion estimation from small faces did not work. However, it is still a good idea to combine multiple face detectors to make this stage more robust [43]. It was shown that accurate registration and alignment of faces was crucial for image-based processing pipelines [53].

When implementing face analysis, a commonly used pre-processing stage is detecting facial landmarks, and providing a supervised learning pipeline to process landmark positions and movements [67, 49]. Such geometric representations are considered to be complementary to entirely image-based representations, and are also amenable to temporal modeling.

Audio emotion recognition gained momentum towards maturity in the last two decades, driving other affect related paralinguistic research including, but not limited to, laughter [76], personality [31, 42] and depression [77, 46]. Speech emotion recognition has manifold applications such as evaluating customer satisfaction in call centers and some early research is dedicated to emotion recognition in dialogues [52].
1.2 Related Work

The main problem in the past decade for audio based affect recognition was the scarcity of public data: the available corpora were poor both in terms of quantity (i.e. the total duration of annotated utterances) and quality (not reflecting in-the-wild conditions). The majority of corpora were portrayed and recorded in lab environment [23, 9, 55, 47]. One of the first publicly available speech emotion corpora exhibiting richness in both aforementioned dimensions was the FAU AIBO corpus [74], where 10-13 years old German children were expected to navigate an AIBO robot with speech commands. The corpus was delivered and used in the 2009 Computational Paralinguistics (ComParE) Challenge [70], which was the first of the series held at INTERSPEECH conferences since then. The ComParE series boosted the paralinguistic studies by introducing new corpora and by providing a common benchmark for comparability and reproducibility of results.

The INTERSPEECH challenges highlight the advancement of the state-of-the-art in audio-based emotion recognition in the last decade. In ComParE 2009, the first audio based in the wild emotion recognition challenge, the majority of participants employed the popular Mel Frequency Cepstral Coefficients (MFCC) [0-12], augmented with their first and second order temporal derivatives together with Gaussian Mixture Models (GMM) [80, 8, 20, 50]. Kockmann et al., who achieved the best results in Open-Performance Sub-challenge for 5-class emotion recognition task, further improved their GMM systems based on discriminative training and Joint Factor Analysis (JFA) [50]. The contribution of Bozkurt et al. additionally investigated Line Spectral Frequency (LSF) representation of speech, which is related to formants [8]. Based on the motivating results, LSF and formants are further investigated on the same in-the-wild acoustic emotion recognition task [6, 7]. We should note that the challenge test set scores of the participants were found quite similar, where they were free to choose their own set of features and classifiers [69]. However surprising, the simple Naive Bayes classifier rendered the best results in the “Classifier Sub-challenge”, while no participants’ set of original features were able to outperform the baseline 384-dimensional acoustic feature set in the “Feature Sub-challenge” [69].

The number of brute-forced acoustic features that were extracted using the openSMILE tool [26] and presented as baseline in ComParE series had increased over years, yielding more competitive scores. In 2013-2017 challenges, the baseline set for utterance level challenges covered 6,373 suprasegmental features [71]. Comparing the winning systems’ performance with that of the baselines, we can see that in most cases beating the baseline system (openSMILE features and SVM classifier) was hard. Thus, brute-forced functional encoding of Low Level Descriptors (LLDs; such as F0, energy, MFCCs) can be considered as a state-of-the-art acoustic feature representation for a range of tasks.

In-the-wild acoustic data are naturally noisy and more elaborate feature representation methods, as well as robust learners need to be investigated. In the 2015 ComParE Challenge, Kaya et al. [45] proposed combining MFCCs and RASTA-Style Linear Prediction Cepstral Coefficients (LPCC) using the Fisher Vector (FV) representation, a popular LLD encoding method used in computer vision [64]. The FV
encoding is also employed in subsequent challenges of the ComParE series, where the fusion systems yielded outstanding results in affective tasks [44].

We should note that the popular set of LLDs extracted from a speech frame has dramatically lower dimensionality compared to those extracted from an image. This makes functional based brute-forcing feasible. While it is still possible to delve into extracting more emotionally informative LLDs, investigating LLD representation methods (such as FV encoding or Vector of Locally Aggregated Descriptors-VLAD [3]) have a higher potential for advancing the-state-of-the-art in in-the-wild speech emotion recognition.

Multimodal approaches to emotional expression recognition leverage paralinguistic audio cues, but also synchronization between modalities to improve robustness. Early multimodal approaches focused on coarse affective states (e.g., positive and negative states), because data collection and annotation for natural or spontaneous scenarios was difficult (see [85] for a comprehensive survey of earlier approaches, and [81] for available databases). In the EmotiW Challenges, a general observation was that the contribution of audio was small, but consistent. Weighted approaches that automatically selected the relative importance of a modality allowed the inspection of how much audio contributed over the visual information. The reported difference was sometimes as high as 30 times in favor of visual information [83]. The weight for features extracted over the entire scene was even smaller than the audio. However, when the analyzed dataset includes movie scenes, audio processing can learn to classify emotions like "fear" from the soundtrack.

Starting with the image based group happiness intensity estimation task in 2016, the newer editions of EmotiW include group emotion estimation tasks [13, 49, 36, 1, 75, 67, 65, 78]. Predicting the prevalent emotions in a group of people can simply mean the average emotion value of the individuals in the group. There is not much work yet on the complex interactions of the group, and on group-level features. Cerekovic used spatial distribution of the faces as a group-level descriptor to estimate group happiness [10]. Other work integrated scene context by extracting deep neural network features from the scene by using pre-trained models for object recognition [1].

In the next section, we describe an approach for video-based emotion estimation, where a single individual is featured, as opposed to groups of people.

1.3 PROPOSED APPROACH

We give an overview flow for the proposed approach in Figure 1.1, adapted from [43]. Since the face contains the most prominent visual cues, the first step in the pipeline is the detection and alignment (or registration) of the face. Even for deep neural network models, this step cannot be neglected, and will have a significant impact on the results. To process the face with transfer learning approaches, we propose to use a deep neural network initially trained for face recognition, but
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Figure 1.1 Overview of the proposed approach (Adapted from [43]).

Fine-tuned for emotion estimation. A reason for this choice is the availability of larger amounts of data for training recognition models. Both problems have the same underlying logic of augmenting details in faces for fine-level classification.

In this model, we have multiple visual classifiers, combined to make use of the strengths of each. The audio modality is processed separately and fused at the decision level. If other modalities are available (for instance the scene features can be added as a context), they will also be processed in separate pathways. The first pipeline in the figure shows a deep neural network for emotion estimation, used as a feature extractor. The second pipeline consists of features extracted via popular image processing algorithms. Such features are observed to be complementary to deep neural network features. Finally, the third pipeline is for processing the audio information, and we use the OpenSMILE library for this purpose. More details will be given in the next section.

Submissions to most recent EmotiW Challenge (2017) use similar combinations of multiple channels for increased robustness. For instance, [49] uses four image-based and three audio-based approaches in parallel, and performs adaptive fusion for classification. Temporal information is integrated in both audio and vision modalities via Long Short Term Memory (LSTM) networks.

We use kernel ELM classifiers for fast training in this work [37]. Since these classifiers have relatively fewer tunable parameters, they are also shown to be resistant against overlearning. A weighted score level fusion is proposed at the end of the pipeline. Here, several fusion strategies can be tested.
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1.4 EXPERIMENTAL RESULTS

1.4.1 EMOTIW CHALLENGE

In this section, we describe our system that competed in the EmotiW 2015 Challenge as a multimodal example that follows the pipeline depicted in Figure 1.1 [41]. This work was extended in [43] using deep transfer learning via an appropriate face alignment method, that better matches the training conditions of the DCNN pre-trained for face recognition [63].

In our approach, we have extracted and compared multiple commonly used visual descriptors, including Scale Invariant Feature Transform (SIFT) [54], Histogram of Oriented Gradients (HOG) [12], Local Phase Quantization (LPQ) [34, 40], Local Binary Patterns (LBP) [62] its Gabor extension (LGBP), and Deep Convolutional Neural Network (CNN) based visual descriptors.

For temporal modeling of video clips, the Three Orthogonal Planes (TOP) feature extraction method is commonly used with LPQ, LBP and LGBP [87, 40]. This description method extracts the visual features from the XY, XT and YT planes (where T represents time) independently, and concatenates the resulting feature vectors. The LGBP-TOP descriptor was used as a baseline feature in the AVEC 2014 challenge [77]. In our implementation, we enhance temporal modeling by dividing the videos into two equal parts and extract the spatio-temporal TOP features from each part separately.

The restricted amount of data for training extensive systems is the first major challenge one has to overcome for systems in the wild. Transfer learning is the most popular answer to this hurdle. In our approach, we started from a pre-trained CNN model (VGG-Face) [63] and fine-tuned this model with the FER 2013 dataset for emotion estimation [28]. A series of preliminary experiments confirmed the assumption that a model initially developed for face recognition would serve better in feature extraction compared to the more popular ImageNet, trained for generic object recognition. However, there are examples where such networks are successfully employed, as their feature set is quite rich. An example is [60], which uses pre-trained models trained on ImageNet dataset, followed by two stages of fine-tuning, on FER 2013 and Static Facial Expression Sub-Challenge (SFEW) Dataset from the EmotiW 2015 Challenge, respectively [17].

Our preliminary experiments on DCNN based feature extraction revealed that employing a relatively loose alignment with dynamic parts model (DPM) based face detection [56] results in a dramatically higher performance (about 30% relative improvement) compared to Mixture of Parts (MoP) based alignment [27].

To enhance the diversity of learners, we have used functionals on frame-level features and Fisher vector encoding of low-level descriptors. State-of-the-art acoustic feature extraction pipelines commonly use a large set of summarizing functionals over low level descriptor contours. In our system, we used the mean and the standard deviation, and three functionals based on polynomials, fit to each descriptor contour.

To learn a classification model, we have employed kernel extreme learning ma-
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chine (ELM) [37] and Partial Least Squares (PLS) regression. These approaches do not require long training time and extensive parameter optimization, and consequently are more adequate than CNN or SVM models for fusion classifiers. We should however mention that under suitable training conditions, end-to-end multimodal deep neural networks have achieved impressive results [61].

The performance of systems submitted to the EmotiW 2015 Challenge and subsequently developed systems combining fine-tuned DCNN features are presented in Table 1.2. We observe that DCNN features obtained by presenting DPM aligned videos to fine-tuned VGG-Face achieve the highest single-modality, single-feature type performance for this corpus. Moreover, when DCNN features are fused with audio and other visual features at score level, the system achieves a test set accuracy of 54.55%, which outperforms the top submission to EmotiW 2015 [83].

<table>
<thead>
<tr>
<th>System</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF(Audio, LBP-TOP_MoP, LGBP-TOP_MoP)</td>
<td>50.14%</td>
<td>50.28%</td>
</tr>
<tr>
<td>WF (Audio, LGBP-TOP_MoP, HOG-FUN_MoP, SIFT-FV_MoP, LBP-TOP_MoP, LPQ-TOP_MoP)</td>
<td>52.30%</td>
<td>53.62%</td>
</tr>
<tr>
<td>CNN-FUN_MoP</td>
<td>44.47%</td>
<td>42.86%</td>
</tr>
<tr>
<td>CNN-FUN_DPM</td>
<td>51.60%</td>
<td>51.39%</td>
</tr>
<tr>
<td>WF(Audio, CNN-FUN_MoP, SIFT-FV_MoP, LBP-TOP_MoP, LGBP-TOP_MoP, HOG-FUN_MoP)</td>
<td>53.70%</td>
<td>51.76%</td>
</tr>
<tr>
<td>WF(Audio, CNN-FUN_DPM, LGBP-TOP_MoP, HOG-FV_MoP)</td>
<td>57.02%</td>
<td>54.55%</td>
</tr>
</tbody>
</table>

The EmotiW 2016 Challenge extended the corpus of 2015 with videos of people with different nationality. The newly added training/test data was found to worsen generalization in this corpus, as the test data contained videos with different recording conditions. We observe that training from 2015 Challenge corpus renders a test set accuracy of 52.11% (over a baseline score of 40.47%), while the same fusion scheme with training from the 2016 Challenge corpus gives a test set performance of 48.40%.
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1.4.2 CHALEARN CHALLENGES

In this subsection, we report results with the same general pipeline on two related challenges. While the aim in these challenges is not emotion estimation, the processing pipeline is very similar, and it is instructive to study them, as they feature in-the-wild conditions.

The first of these, ChaLearn-LAP First Impressions Challenge, contains 10000 video clips collected from YouTube, and annotated via Amazon Mechanical Turk for the apparent personality traits of the people featured in them. The Big-Five scale was used in these annotations (Openness, Conscientiousness, Extroversion, Agreeableness, and Neuroticism). Each clip takes 15 seconds and features a single person, generally with a close to frontal pose. However, clips present a large variety of backgrounds (e.g., shot in car, while walking, in bed, or taken from a TV show) featuring people from different ethnic origins. For more details, the reader is referred to the challenge overview paper [25].

The pipeline of the system that won the challenge is similar to the one shown in Figure 1.1, with an additional channel for the scene features, extracted from a VGG-VD-19 network pre-trained for object detection [73]. The scene channel uses the first frame (including the face) of each video and is shown to have (i) a high accuracy of predicting the first impressions and (ii) complementary information to face and audio based features. It serves as a crude approximation of the context, as discussed before. The overall system fuses two face features (LGBP-TOP and DCNN - via our fine-tuned version of VGG-Face), a deep scene feature set from VGG-VD-19, and a standard openSMILE acoustic feature set presented in the INTERSPEECH 2013 ComParE Challenge [71].

The proposed system rendered an average accuracy of 0.913 on the test set, and was the top system in the ChaLearn LAP Challenge organized at ICPR 2016. We observed that the distribution of estimations of the automatic algorithm were much more conservative than the actual annotations (clustered tightly around the mean).

The personality trait estimation challenge was extended for an automated job interview candidate screening challenge, organized at CVPR/IJCNN in 2017 [24]. The same dataset is used, together with the addition of a new target variable that represents whether the subject would be invited to a job interview or not. The quantitative part of the challenge aims to estimate this new variable along with the personality traits. The interesting part of this challenge was that the algorithm that predicted the target variable was expected to produce an explanation on the decision as well. This is well aligned with recent concerns about algorithmic accountability, and against black-box AI systems with millions of parameters, and hard to explain decisions.

For the quantitative (prediction) stage, we employed the same audio and visual feature sets that were employed in our winning entry to ChaLearn LAP-FI Challenge, however with a different fusion scheme. We first combined face features (CNN and LGBP-TOP) in one channel, while scene and audio features were combined in a parallel channel, and both channels were fed into Kernel ELM regressors. The personality trait and job interview variable outputs of the ELM regressors are later combined...
(6 \times 2 = 12 \text{ high level features}) \text{ and stacked with a Random Forest regressor, which}
gives the final scores. The automatically generated explanations (i.e. the qualitative
part of the challenge) was implemented with a binary decision tree that treated each
estimated personality trait as a high or low value. The proposed system ranked first
in both qualitative and quantitative parts of the challenge [42].

1.5 CONCLUSIONS AND DISCUSSION

The success of the approach on the various challenges illustrates the flexibility of the
proposed pipeline. Treating the individual modalities separately early on makes it
easier to automatically generate explanations for the given decisions.

Our findings on the EmotiW Challenge confirmed that multimodality brings in
diminishing returns for natural (or seminatural) data, but is nonetheless essential to
achieve higher performance [18].

Audio and visual subsystems have different performances on individual affect
classes. For instance, it is easier to recognize “fear” from the audio modality, but for
“disgust,” visual cues seem to be more informative. Affective displays that rely on
subtle cues are affected much more by the difficult conditions posed by “in the wild”
data [78].

In our experiments on different problems, we have repeatedly observed the im-
 pact of flexible alignment (and fine-tuning) on transfer learning for CNN models.
We proposed using summarizing functionals on CNN features, which gave us good
single-modality classifiers.

Recent work on emotion recognition focuses on dimensional and continuous ap-
proaches [85, 29]. There is relevant work for both image based and video based
estimation in the wild [5, 59, 84]. However, categorical and discrete approaches that
go beyond the six (or seven, if we include “contempt”) basic expressions are still
very relevant, as their interpretation is more natural for humans. Also, it is difficult
to reduce a complex emotion to a point or region in the valence-arousal space. For in-
stance, we can claim that “love” is a positive emotion, and has a positive valence, but
this is not always the case. Consider the loving, concerned expression of a mother,
looking at her sick child, and this becomes obvious. Subsequently, a given image or
video can be annotated in the continuous space, but there is still a need for mapping
such points to a semantic space, where it can be properly interpreted.

The protagonist of “The Face of Another,” written by the Japanese novelist Kobo
Abe, is a scientist who forges an expressive mask for his badly burned face [2]. While
preparing the mask, he draws a list of tentative emotions, with corresponding propor-
tions of their exhibit: Concentration of interest (16 percent), curiosity (7 percent), as-
sent (10 percent), satisfaction (12 percent), laughter (13 percent), denial (6 percent),
dissatisfaction (7 percent), abhorrence (6 percent), doubt (5 percent), perplexity (6
percent), concern (3 percent), anger (9 percent). The author adds that “[it] cannot be
considered satisfactory to analyze such a complicated and delicate thing as expres-
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sion into these few components. However, by combining just this many elements on
my palette, I should be able to get almost any shade.” (p.102). While this list is not
based on a scientific classification, it is clear that when we seek for emotions in the
wild, we get many more colors than basic expressions. Work on compound facial
emotions [19] is a step in this direction. We note here the difficulties associated with
such finer grained categorization. As an example, while the FER-2013 database was
collected using 184 emotion-related keywords on the Google image search API, the
provided annotations were limited to 7 categories [28].

The annotation and ground truth acquisition of “in-the-wild” data are clearly
problematic. For instance research on empathy demonstrated very clearly that the
historical and social context of a subject needs to be evaluated carefully in inter-
preting the emotional state of a subject [66]. But how should this context be codi-
fied into computational models? The necessity of grounding of such information in
complex semantic relations creates a significant problem for today’s dominant ma-
chine learning paradigms, which are only able to learn certain spatial and temporal
relationships, and only when the programmer takes the necessary precautions and
provides appropriate mechanisms for their representation. Thus, our study on first
impressions took in and evaluated a rudimentary form of context by encoding the
background of the subject in a deep neural network trained to recognize objects in
the scene [30]. While a marginal improvement in recognition accuracy is obtained
by simple contextual features, it is clear that this representation is not an adequate
proxy for the rich cultural backdrop that will influence the exhibit of emotions in
myriad of ways.

The second problem that aggravates the situation for the computational models
is that we rely on “expert” annotations for ground truth, which however –in most
studies- completely ignore the proper context of the subject. The ground truth un-
der such conditions is barely an apparent emotional display according to the socio-
cultural context of the annotator. Also, any cultural biases that are in the annotator
will be transferred to the automatic algorithm due to machine learning.

As an example, consider the algorithm we have developed for predicting whether
someone will be invited to a job interview, or not [42]. There are two major prob-
lems in the training of this system. When we annotate the database for gender and
ethnicity, and look at the distribution of labels, we can see a small bias for preferring
white subjects over African Americans, and a small bias for females over males. This
comes directly from the annotations, and if the ultimate aim is to predict the human
judgment, the algorithm indeed should learn this bias. There are applications where
this is not desirable. For emotion estimation, we have ample empirical evidence that
different cultures interpret facial expressions differently [39]. According to these
findings, establishing ground truth for a facial expression database requires the an-
notation of both the subject and the annotator’s cultural background. If the same
database is annotated by, say, Japanese and American subjects, we may get different
ratings, unless a very clear, discrete categorization is used. The typical scenario of
letting the annotators choose from a closed set of annotation labels may mask the
differences in perception, and even when a closed set is used, we see empirical evidence for these differences. In an early study, Matsumoto indeed experimented with American and Japanese subjects, and obtained as low as 54.5% agreement for “fear” annotations and 64.2% agreement for “anger” annotations in Japanese subjects, even with a closed set of discrete labels for annotation [57]. In any case, we may or may not want the algorithm to learn the biases of the annotators, depending on the application. If an algorithm is pre-screening applicants for a job interview selection decision (a highly undesired situation, but may be conceivable for job posts with tens of thousands of applicants), we do not want any biases there. If the algorithm is used to understand the actual decisions of human screeners, however, we may want to model this.

The third problem in the annotations is the lack of ecological validity. The act of annotation does not involve the proper context of an emotional expression, and this results in a systematic bias. Recording physiological signals could be an alternative, but this also damages the ecological validity to a large extent, and also does not completely escape the reductionism of the previous approach.

We believe that the next decade of affective computing will face each of these challenges, including proper internal models that will give affective systems emotional palettes similar to or different from humans, and we will have rich toolboxes to help us design more natural interactions with intelligent systems in the wild.
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