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Abstract

Multimodal recognition of affective states is a difficult problem, unless the recording conditions are carefully controlled. For recognition “in the wild”, large variances in face pose and illumination, cluttered backgrounds, occlusions, audio and video noise, as well as issues with subtle cues of expression are some of the issues to target. In this paper, we describe a multimodal approach for video-based emotion recognition in the wild. We propose using summarizing functionals of complementary visual descriptors for video modeling. These features include deep convolutional neural network (CNN) based features obtained via transfer learning, for which we illustrate the importance of flexible registration and fine-tuning. Our approach combines audio and visual features with least squares regression based classifiers and weighted score level fusion. We report state-of-the-art results on the EmotiW Challenge for “in the wild” facial expression recognition. Our approach scales to other problems, and ranked top in the ChaLearn-LAP First Impressions Challenge 2016 from video clips collected in the wild.
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1. Introduction

Audio- and video-based emotion recognition in the wild is challenging, because of noise, large idiosyncratic variances, and sensor-related differences. This paper describes a multimodal approach for audio-visual emotional expression recognition. Our approach processes complementary features with summarizing functionals, classifies these descriptors with a set of least squares based classifiers, and combines their output with decision level fusion.

The Emotion Recognition in the Wild (EmotiW) Challenge provides out of laboratory data - Acted Facial Expressions in the Wild (AFEW)-, collected from videos that mimic real life, and poses a very difficult and realistic problem [5, 6, 7].

This paper extends our contribution to the EmotiW 2015 Challenge [22], which was ranked the second in the official competition, in terms of the introduced approach, level of detail, and amount of experimental validation. [22] proposed the combination of multiple visual features with audio over summarizing functionals. Here, we extend this framework by employing Deep Convolutional Neural Network (CNN) features, as well as an investigation of suitable transfer learning strategies that can be used with CNNs. We show that incorporating multiple registration schemes into the model helps transfer learning. We also illustrate the success of the approach on two additional in the wild datasets, namely, the ChaLearn-LAP 2016 First Impressions Challenge database, and the EmotiW 2016 corpus, which is an extension of the 2015 corpus. Our system achieves the best official result in the ChaLearn-LAP First Impressions Challenge. We further validate our visual features using two widely used lab-controlled corpora, namely the Extended Cohn-Kanade dataset (CK+) [33] and MMI [50].

The remainder of this paper is organized as follows. In the next section we discuss related work on video-based facial expression recognition in naturalistic settings. Section 3 describes the proposed approach. In Section 4 we briefly introduce the corpora and baseline feature sets. In Section 5, we give experimental results. Finally, Section 6 concludes the paper and summarizes our findings.
2. Related Work

Facial affective displays in real life involve subtle changes, in contrast to the exaggerated displays in posed expressions [60]. Therefore, facial expression recognition “in the wild” poses much greater challenges, and the recognition accuracies are invariably much lower. Furthermore, controlled illumination and pose settings in the lab are not available in the wild, which adds purely physical challenges to the problem, and causes issues starting from the detection phase [59].

We focus here only on video-based approaches, which implies both dynamic and multimodal information. Multimodal approaches to emotional expression recognition leverage both paralinguistic audio cues, as well as the synchronization between modalities to improve robustness. Early multimodal approaches focused on coarse affective states (e.g. positive and negative states), because data collection and annotation for natural or spontaneous scenarios was difficult (see [60] for a comprehensive survey of earlier approaches, and [55] for available databases).

Together with developments of multimodal expression research in more natural conditions, it became obvious that the temporal dynamics of expressions contained rich information [61]. Krumhuber et al. previously used a 2-person trust game setting to illustrate that facial dynamics significantly affect social judgments [27]. Research on smile dynamics illustrated fake and genuine enjoyment smiles have quite distinctive dynamics, and that humans are sensitive to such cues [9]. However, automatic classification of subtle distinctions requires controlled and high-quality data, which cannot be assumed for naturalistic settings. The Emotion Recognition In The Wild (EmotiW) Challenge, which started in 2013, initiated an effort to overcome challenges of data collection, annotation, and standardized testing for multimodal and dynamic emotion recognition in the wild. The challenge used the AFEW corpus, which was collected from movies with close-to-real-world conditions [7]. It was quickly understood that for image-based processing, it was particularly important to get good face detection and alignment, as well as rejection of non-face images [29]. In the top performing system of the first challenge, visual bag of words features, gist features, paralinguistic audio features and Local Phase Quantization from Three Orthogonal Planes (LPQ-TOP) features obtained from aligned faces were each processed by RBF kernels, and combined with a multi kernel support vector machine [45]. The contribution of audio was very small (its normalized weight was 1.8, as opposed to 50.1
for visual HOG features). The weight for features extracted over the entire scene was even smaller than the audio.

In the 2013 EmotiW Challenge, Liu et al. treated images from each video clip as a set and represented them as points in a Grassmanian manifold [29]. Audio was separately modeled and fused linearly with video-based classifiers. One year later, they extended their approach by representing each video clip using three kinds of image set models (i.e. linear subspace, covariance matrix, and Gaussian distribution) respectively. As features, they used HOG, dense SIFT, as well as features extracted from the 9-layer deep convolutional neural network (CNN) pre-trained with ImageNet [26]. This system achieved the best test set accuracy of 50.37%, and represented a significant improvement over the systems submitted to the 2013 challenge. The first runner-up system proposed a hierarchical voting classifier, and showed that the addition of audio features had a small, but persistent impact (from 44.72% to 47.17%) [47]. Multiple kernel learning and SVM were popular in the submissions, but the top system used a partial least squares based classifier.

In both years, surprise and disgust were the most difficult classes to recognize, whereas happy, angry, and neutral had relatively high accuracies. By 2015, it was clear that deep neural networks harbored great potential for describing features for non-controlled settings. Their main advantage was a resistance to alignment issues, as well as to noise. In their submission to the 2015 EmotiW Challenge, Ebrahimi Kahou et al. used a Recurrent Neural Network (RNN) combined with a CNN to model the expression dynamics [11]. Their results suggested that temporal integration was better than averaging per-frame decisions. They also combined feature level and decision level fusion, noting that such powerful and complex models were prone to overfitting the training set, as evidenced by the great discrepancy between training and validation set accuracies (98.3% vs. 26.6% for activity modality). Their solution was to adopt early stopping during training. The usage of rectified linear units and dropout strategies are also commonly employed to control overlearning in CNNs [26]. These approaches will directly benefit from increases in the amount of training data. The top performing system used a CNN model as well, but it fused the CNN model output with one audio and three linear SVMs trained with AU-aware facial feature relations on two face scales [56].

The number of examples in the challenge database are increased to 1645 videos (AFEW 5.0) during the years, but the database still has some shortcomings. Disgust, sadness and surprise were found to be really difficult to
reliably classify on this database. There are few other initiatives to collect and evaluate in the wild data. The AM-FED corpus contains 242 videos of people watching commercials on a computer [35]. The RECOLA database presents 27 videos that are continuously annotated in time and space for arousal and valence dimensions [42]. A very recent database is collected by Zafeiriou et al. from YouTube, containing around 500 videos and annotated with regards to valence and arousal [58].

3. Proposed Method

The proposed approach is illustrated in Figure 1, and contains the detection of the face, its alignment (registration) with a fixed model or with a set of facial landmarks, and subsequent feature extraction and classification. We use two separate alignment options, which greatly improves processing in the CNN. The CNN pre-training and fine tuning stages are carried out prior to processing of the target emotional video corpus. Audio is separately processed and fused at the decision level. We describe each phase in the pipeline separately.

3.1. Preprocessing and Image Purification

Facial registration is one of the most important steps in face image processing. To guard against registration errors, we applied a purification step in processing faces of the EmotiW dataset. To deal with rotated faces and
false positives in face detection, we use a principal component analysis (PCA) based method to automatically remove false detections, as shown to be effective in [24, 29, 47]. The idea is to measure the mean reconstruction error per image, after projecting the images to the PCA space and back. We discard the frames with a high reconstruction error, as these are probably poorly detected or poorly aligned images. We remove videos that have less than three valid images from the validation set. For the sequestered test set, all instances are retained. After purification, images are resized to $64 \times 64$ pixels. We manually remove poorly aligned images from the training set, which improves the quality of training.

3.2. Visual Descriptors

We extract and compare Scale Invariant Feature Transform (SIFT) [32], Histogram of Oriented Gradients (HOG) [3], Local Phase Quantization (LPQ) [17, 19], Local Binary Patterns (LBP) [37] and its Gabor extension (LGBP), as well as Deep Convolutional Neural Network (CNN) based visual descriptors. For LPQ, LBP, and LGBP, the Three Orthogonal Planes (TOP) extension is popularly used in video modeling [62]. This extension applies the relevant descriptor on $X_Y$, $X_T$ and $Y_T$ planes (where $T$ represents time) independently, and concatenates the resulting histograms. Also in our implementation, we divide the video into two equal length volumes over the time axis and extract spatio-temporal TOP features from each volume to further enhance temporal modeling. In the following, we provide brief explanations of LPQ, LBP and LGBP descriptors.

3.2.1. Local Phase Quantization

The LPQ features are computed by taking 2-D Discrete Fourier Transform (DFT) of M-by-M neighborhoods of each pixel in the gray scale image. 2D-DFT is computed at four frequencies $\{[a, 0]^T, [0, a]^T, [a, a]^T, [a, -a]^T\}$ with $a = 1/M$, which correspond to four of eight neighboring frequency bins centered at the pixel of interest. The real and imaginary parts of resulting four complex numbers are separately quantized using a threshold of zero, which gives an eight bit string. This string is then converted into an integer value in the range of [0-255]. The pixel based values are finally converted into a histogram of 256 bins. In order to partly provide structural information of facial features, the face is divided into non-overlapping regions and an LPQ histogram is computed per region and concatenated for the final image representation [17]. LPQ variants are successfully used in audio-visual emotion...
recognition problems [20] and served as baseline in the Audio-Visual Emotion Challenge (AVEC) 2013 [52].

3.2.2. Local Binary Patterns

After face alignment and conversion to gray scale, LBP computation amounts to finding the sign of difference with respect to a central pixel in a neighborhood, transforming the binary pattern into an integer and finally converting the patterns into a histogram. Uniform LBP clusters 256 patterns into 59 bins, and takes into account occurrence statistics of common patterns [37]. As in LPQ, the face is divided into non-overlapping regions and an LBP histogram is computed per region.

3.2.3. Local Gabor Binary Patterns

In LGBP, the images are convolved with a set of 2D complex Gabor filters to obtain Gabor-pictures, then LBP is applied to each Gabor-picture (or Gabor-video). A 2D complex Gabor filter is the convolution of a 2D sinusoid (carrier) having phase \( P \), spatial frequencies \( u_0 \) and \( v_0 \) with a 2D Gaussian kernel (envelope) having amplitude \( K \), orientation \( \rho \), and spatial scales \( a \) and \( b \). For simplicity, and in line with [1], we take \( a = b = \sigma, u_0 = v_0 = \phi \) and \( K = 1 \) to obtain:

\[
G(x,y) = e^{-\pi \sigma^2((x-x_0)^2+(y-y_0)^2)}e^{j(2\pi \phi(x+y)+\phi)},
\]

where the subscript \( \rho \) stands for a clockwise rotation operation around reference point \((x_0, y_0)\) such that:

\[
(x - x_0)_\rho = (x - x_0)cos\rho + (y - y_0)sin\rho \\
(y - y_0)_\rho = -(x - x_0)sin\rho + (y - y_0)cos\rho.
\]

Note that the effect of the phase is canceled out, since only the magnitude response of the filter is used for the descriptor.

For LPQ, LBP, and LGBP, the Three Orthogonal Plane (TOP) variants are implemented. This extends these image-based features into the spatiotemporal domain. The LGBP-TOP feature was used as a baseline feature in the AVEC 2014 challenge [51].

3.2.4. CNN Features

Because of the recent success of deep convolutional neural network (CNN) approaches, we integrate pre-trained CNN models into our method. The
main disadvantage of CNNs is that they require very large amounts of data in order to avoid over-fitting. One way of getting around this problem is using pre-trained CNN models for visual feature extraction and use transfer learning to adapt the models to the particular application setting [25, 57, 36]. The winners of EmotiW 2013 [21] and 2014 [31] video challenges employed pre-trained CNN models, while Yao et al. trained a 5-hidden-layer CNN directly from the video frames for the EmotiW 2015 challenge [56]. The best fusion system reported in [56] had a test set accuracy of 53.80%, while our official challenge submission, which did not employ any CNN features, was the first runner-up with 53.62% accuracy [22]. In this paper, we improve our fusion framework with CNN features, similar to the transfer learning approach taken in [36].

To use CNN features, we initialize a pre-trained CNN model [38] and then use the FER 2013 dataset [15] for fine-tuning. In [36] the authors exploited pre-trained models based on the ImageNet dataset, followed by two stages of fine-tuning, on FER 2013 and Static Facial Expression Sub-Challenge (SFEW) Dataset from the EmotiW 2015 Challenge, respectively [8]. In our approach, we start from the VGG-Face model that is trained for face recognition [38], and then apply the FER 2013 emotion corpus for fine tuning. Our preliminary experiments suggested that VGG-Face is more suitable for this task compared to ImageNet, which is developed for object recognition.

For feature extraction from the fine-tuned CNN model, we first rescale the input images to $224 \times 224$ pixels, then normalize them by subtracting the average image of the VGG-Face network. We use the activations of the top-level convolution layer as image features for each video frame. These frame-level features are summarized over the entire video, using functional encoding as explained in the next section.

For the fine-tuning of the VGG-Face network for the emotion recognition task, we investigated various options in our preliminary analysis. We found that combining weight decay and dropout for regularization gives the best results on the FER validation set. We carry out a multi-stage fine-tuning. In the first stage, we fine-tune on the FER public test set, and run weight updates for five epochs. In the second stage, we update the upper layers (higher than layer 27) using the FER private test set, and update for another ten epochs. We finally use the AFEW validation set for a third fine-tuning stage.

During the training of the deep networks, we oversample the training images by rotating them around their center by a random angle between
−15° and 15°, and by circularly shifting the images in the horizontal and vertical directions by an amount no more than 20% of the image size. This approach helps our network to be more robust against alignment errors. In Figure 2, we show the training curves of two stages of fine-tuning of the network with the FER dataset, where we set the learning rate and weight decay to 0.0005, momentum to 0.9, and dropout probability to 0.8 [25]. We observe that the validation set error is lower than that of the training set, which suggests that overlearning is not an issue here. Note that these curves represent the error on the FER training and validation partitions, and not the challenge corpus.

3.3. Video Modeling

In this study, we enhance the diversity of learners by incorporating functionals on frame-level features and by Fisher vector encoding of low-level descriptors.

3.3.1. Functionals

In the state-of-the-art acoustic feature extraction pipeline, it is common to use a large set of summarizing functionals over the low level descriptor contours. In video modeling, on the other hand, this approach is rarely taken, and only simple functionals such as mean and standard deviation are used. In this work, in addition to the mean and standard deviation, we use three functionals based on polynomials, fit to each descriptor contour. The first is curvature, which is the leading coefficient of the second order polynomial. The other two are the slope and the offset, respectively, computed from the first order polynomial. As a consequence, when we enable functional-based encoding, the video feature vector dimensionality is five times the frame-level dimensionality.

3.3.2. Fisher Vector Encoding

The Fisher vector (FV) provides a supra-frame encoding of the local descriptors, quantifying the gradient of the parameters of the background model with respect to the data. Given a probability model parametrized with θ, the expected Fisher information matrix $F(\theta)$ is the expectation of the second derivative of the log likelihood with respect to $\theta$:

$$F(\theta) = -\mathbb{E}\left[ \frac{\partial^2 \log p(X|\theta)}{\partial \theta^2} \right].$$

(4)
Figure 2: Fine-tuning VGG-Face with dropout on FER-2013 (a) public (b) private test set. The left column shows the softmax loss, whereas the right column shows the top-1 and top-2 classification errors.
The idea in FV in relation to $F(\theta)$ is taking the derivative of the model parameters and normalizing them with respect to the diagonal of $F(\theta)$ [39]. To make the computation feasible, a closed form approximation to the diagonal of $F(\theta)$ is proposed [39]. As a probability density model $p(\theta)$, Gaussian Mixture Models (GMM) with diagonal covariances are used. A K-component GMM is parametrized as $\theta = \{\pi_k, \mu_k, \Sigma_k\}_{k=1}^K$, where the parameters correspond to zeroth (mixture proportion), first (mean), and second order (covariance) statistics, respectively. It has been shown that using the zeroth order statistics is equivalent to the Bag of Words (BoW) model [46], however in FV, they were found to have a negligible effect on performance [39]. Therefore, only gradients of $\{\mu_k, \Sigma_k\}_{k=1}^K$ are used, giving a $2 \times d \times K$ dimensional super vector, where $d$ is the descriptor dimensionality.

In order to efficiently learn a Background Probability Model (BPM) using GMM with diagonal covariances, we first need to decorrelate the data gathered from all instances. Principal Component Analysis (PCA) is applied on the data for this purpose. Once the parameters of PCA projection and GMM are learned, we use all descriptors from each video without sub-sampling to represent them as a Fisher Vector.

### 3.4. Model Learning

To learn a classification model, we employ kernel extreme learning machine (ELM) [18] and Partial Least Squares (PLS) regression due to their fast and accurate learning capabilities.

ELM proposes a multilayer perceptron architecture, but unsupervised, even random generation of the hidden node output matrix $H \in \mathbb{R}^{N \times h}$, where $N$ and $h$ denote the number of instances and the hidden neurons, respectively. The actual learning takes place in the second layer between $H$ and the label matrix $T \in \mathbb{R}^{N \times L}$, where $L$ is the number of classes. $T$ is composed of continuous annotations in case of regression, therefore is a vector. In the case of $L$-class classification, $T$ is represented in one vs. all coding:

$$T_{n,l} = \begin{cases} +1 & \text{if } y^n = l, \\ -1 & \text{if } y^n \neq l. \end{cases}$$

The second level weights $\beta \in \mathbb{R}^{h \times L}$ are learned by least squares solution to a set of linear equations $H \beta = T$. The output weights can be learned via:

$$\beta = H^+ T,$$
where $\mathbf{H}^\dagger$ is the Moore-Penrose generalized inverse [40] that gives the minimum $L_2$ norm solution to $||\mathbf{H}\beta - \mathbf{T}||$, simultaneously minimizing the norm of $||\beta||$. To increase the robustness and generalization capability, the optimization problem of ELM is reformulated using a regularization coefficient on the residual error $||\mathbf{H}\beta - \mathbf{T}||$. The learning rule of this alternative ELM is related to Least Square SVMs (LSSVM) via the following output weight learning formulation:

$$\beta = \mathbf{H}^T \left( \frac{1}{C} + \mathbf{HH}^T \right)^{-1} \mathbf{T},$$

(7)

where $\mathbf{I}$ is the $N \times N$ identity matrix, and $C$, which is used to regularize the linear kernel $\mathbf{HH}^T$, corresponds to the complexity parameter of LSSVM [48]. This formulation is further simplified by noting that the hidden layer matrix need not be generated explicitly given a kernel $\mathbf{K}$, which can be seen identical to Kernel Regularized Least Squares [18, 41]:

$$\beta = \left( \frac{1}{C} + \mathbf{K} \right)^{-1} \mathbf{T}.$$  

(8)

The second approach we use for classification is partial least squares (PLS) regression. PLS regression between two sets of variables $\mathbf{X} \in \mathbb{R}^{N \times d}$ and $\mathbf{Y} \in \mathbb{R}^{N \times p}$ is based on decomposing the matrices as $\mathbf{X} = \mathbf{U}_x \mathbf{V}_x + \mathbf{r}_x$, $\mathbf{Y} = \mathbf{U}_y \mathbf{V}_y + \mathbf{r}_y$, where $\mathbf{U}$ denotes the latent factors, $\mathbf{V}$ denotes the loadings and $\mathbf{r}$ stands for the residuals. The decomposition is done by finding projection weights $\mathbf{W}_x, \mathbf{W}_y$ that jointly maximize the covariance of corresponding columns of $\mathbf{U}_x = \mathbf{XW}_x$ and $\mathbf{U}_y = \mathbf{YW}_y$. For further details of PLS regression, the reader is referred to [54]. When PLS is applied to the classification problem in a one-versus-all setting, it learns the regression function between the feature matrix $\mathbf{X}$ and the binary label vector $\mathbf{Y}$, and the class giving the highest regression score is taken as prediction. The number of latent factors is a hyper-parameter to tune via cross-validation.

### 3.5. Fusion

We contrast two fusion schemes, namely early (feature level) and late (decision level) fusion. As discussed in Section 2, we expect late fusion to produce better results, and we investigate two score fusion alternatives. The first is simple weighted fusion (SF) of scores, where the classifier confidence scores $S^A$ and $S^B$ are fused using weight $\gamma \in [0, 1]$:

$$S^{fusion} = \gamma \ast S^A + (1 - \gamma) \ast S^B.$$  

(9)
The fusion parameter is optimized on the development set, as it is the case with other hyper-parameters.

Secondly, we apply weighted score fusion (WF) for each model and class. Let \( M \) and \( L \) denote the number of models and classes, respectively. The optimal fusion weights \( W_{i,j}^{\text{fusion}} \in [0, 1], 1 \leq i \leq M, 1 \leq j \leq L, \sum_{i=1}^{M} W_{i,j} = 1, \) are searched over a pool of randomly generated matrices. This scheme considers the individual confusion matrices of each sub-system, and was shown to be successful on previous EmotiW challenges, [21, 24].

In the next section, we briefly introduce the challenge data [7], the baseline features, and the experimental protocols.

4. EmotiW 2015/2016 Corpora and Experimental Protocols

In line with the previous two challenges of the series, EmotiW 2015/2016 challenges present video clips collected from movies representing close-to-real-world conditions [4, 7, 8]. The challenge datasets are partitioned into training, development, and test sets. The EmotiW 2016 corpus shares the same validation set with the 2015 corpus. The training and test sets of the 2016 Challenge are obtained by adding new clips to corresponding sets of the 2015 Challenge. The distribution of instances over partitions based on modality (i.e. audio, video) is given in Table 1. Rows three and four report the videos with at least two detected face frames when using mixture of parts (MoP) [14] or deformable parts model (DPM) [34] alignment methods (see Section 5.1.1).

Table 1: Instance distribution over partitions. -MoP: MoP-based alignment, -DPM: Deformable Parts Model based alignment.

<table>
<thead>
<tr>
<th></th>
<th>AFEW 2015</th>
<th></th>
<th></th>
<th>AFEW 2016</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># Train</td>
<td>Val</td>
<td>Test</td>
<td># Train</td>
<td>Val</td>
<td>Test</td>
</tr>
<tr>
<td>Clips</td>
<td>711</td>
<td>383</td>
<td>539</td>
<td>773</td>
<td>383</td>
<td>593</td>
</tr>
<tr>
<td>Audio</td>
<td>711</td>
<td>383</td>
<td>539</td>
<td>773</td>
<td>383</td>
<td>593</td>
</tr>
<tr>
<td>Video-DPM [34]</td>
<td>708</td>
<td>380</td>
<td>528</td>
<td>761</td>
<td>380</td>
<td>586</td>
</tr>
</tbody>
</table>

The baseline video features consist of Local Binary Patterns from Three Orthogonal Planes (LBP-TOP) compacted via uniform LBP [37]. We use the baseline audio features, which are extracted via openSMILE tool [13]
using INTERSPEECH 2010 Paralinguistic Challenge baseline set [44]. The 1582-dimensional feature set covers a range of popular low level descriptors such as Fundamental Frequency (F0), Mel Frequency Cepstral Coefficients (MFCC [0-14]), and Line Spectral Pairs Frequency [0-7], mapped to a fixed length feature vector by means of functionals such as arithmetic mean and extrema.

We use three pre-processing alternatives for any given feature channel: no-normalization (used for histogram-type descriptors), min-max normalization into [0,1] range, and z-normalization (i.e. subtracting the mean and dividing by the standard deviation). The audio and video features are kernelized by means of Linear and Radial Basis Function (RBF) kernels, prior to model learning by classifiers. We optimize the model hyper-parameters on the challenge validation set. These are RBF kernel parameter $\gamma$, regularization parameter $\tau$ for ELM and number of latent components for PLS. Similarly, the number of PCA eigenvectors $p$ and GMM components $K$ used in the FV encoding are optimized using cross-validation.

5. Experimental Results

We report results from six different experimental settings, four of which deal with in the wild conditions. We first provide experimental results on the EmotiW 2015 Challenge corpus, and then apply the best performing system on the EmotiW 2016 Challenge corpus. As an additional check for the effectiveness of visual features, we report results on lab-controlled data, namely, Extended Cohn Canade (CK+) and MMI corpora. We then adapt the proposed system to two datasets from different (but related) problems, namely, the RECOLA database for continuous valence/arousal prediction and ChaLearn-LAP for first impression estimation.

5.1. EmotiW 2015 - Video Based Emotion Recognition Challenge

We first summarize the accuracy obtained on the validation set with different visual features and classifiers in Table 2. Both ELM and PLS classifiers are used with linear and RBF kernels. Analyzing these unimodal systems, we observe that i) the best accuracies of individual features range from 42% to 45% and ii) only models trained on HOG-FUN, CNN-FUN and LGBP-TOP exceed 44% accuracy on the validation set. The audio features alone do not reach the accuracy levels of the visual features. The CNN-FUN results
reported here is obtained after fine tuning on the FER dataset, which gives around 10% improvement.

For multimodal evaluation, we investigate feature- and decision-level fusion. While feature-level fusion improves the results, we obtain better results with simple weighted score fusion compared to feature-level fusion (see Table 3). Once the unimodal classifiers are optimized, late fusion is less costly and reaches a higher accuracy. Consequently, we focus on late fusion and further apply random weighted score fusion in our final system.

Table 2: Validation set accuracies of visual feature types with MoP alignment. Best results for each feature type are shown in bold. Accuracy of audio features included on the last row for comparison.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Lin ELM</th>
<th>Lin PLS</th>
<th>RBF ELM</th>
<th>RBF PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN-FUN</td>
<td>43.40</td>
<td>41.78</td>
<td>44.47</td>
<td>43.13</td>
</tr>
<tr>
<td>HOG-FUN</td>
<td>39.02</td>
<td>44.99</td>
<td>41.46</td>
<td>42.01</td>
</tr>
<tr>
<td>SIFT-FUN</td>
<td>40.92</td>
<td>43.63</td>
<td>42.28</td>
<td>41.19</td>
</tr>
<tr>
<td>SIFT-FV</td>
<td>40.11</td>
<td>41.73</td>
<td>40.28</td>
<td>40.38</td>
</tr>
<tr>
<td>LBP-TOP</td>
<td>41.19</td>
<td>41.46</td>
<td>42.01</td>
<td>40.65</td>
</tr>
<tr>
<td>LGBP-TOP</td>
<td>43.63</td>
<td>43.90</td>
<td>44.44</td>
<td>44.17</td>
</tr>
<tr>
<td>LPQ-TOP</td>
<td>40.65</td>
<td>41.19</td>
<td>40.65</td>
<td>42.01</td>
</tr>
</tbody>
</table>

Audio     | 36.59   | 36.29   | 35.51   | 34.73   |

Table 3: Best validation set results of pairwise feature fusion/simple weighted score fusion on MoP aligned images.

<table>
<thead>
<tr>
<th></th>
<th>HOG-FUN</th>
<th>LBP-TOP</th>
<th>LGBP-TOP</th>
<th>SIFT-FV</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN-FUN</td>
<td>43.40/46.61</td>
<td>45.01/46.34</td>
<td>47.71/46.88</td>
<td>44.74/45.26</td>
</tr>
<tr>
<td>HOG-FUN</td>
<td>-</td>
<td>45.82/47.70</td>
<td>44.47/47.15</td>
<td>43.67/48.24</td>
</tr>
<tr>
<td>LBP-TOP</td>
<td>-</td>
<td>-</td>
<td>42.86/44.44</td>
<td>44.74/45.26</td>
</tr>
<tr>
<td>LGBP-TOP</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>43.67/45.80</td>
</tr>
</tbody>
</table>

5.1.1. Deep Transfer Learning

The baseline of EmotiW uses mixture of parts (MoP) alignment for faces. We hypothesize that selecting a suitable alignment and cropping will improve
the processing of CNN features. Subsequently, we employ deformable parts model (DPM) based face detection [34] on AFEW videos. As can be seen in Table 1, the number of training and validation set videos having more than two valid facial frames are higher with DPM compared to MoP. Inspired by [43], we run the DPM face detector on rotated version of the original image between $-45^\circ$ and $45^\circ$ in $5^\circ$ increments, in order to deal with in-plane rotations. We then take the output with the maximum face score. Figure 3 shows examples of MoP- and DPM-based alignment.

The DPM alignment is coarser, but gives better results with the CNN model, as the images are more similar to the imaging conditions for pre-training and fine-tuning of the CNN. While this is an expected result, the magnitude of the difference is surprising, and illustrates the superiority of CNN for dealing with scale changes and for using appearance dynamics around the borders of the face. Other visual descriptors work better with the finer alignment of MoP.

We contrast two pre-trained CNN models in Table 4. Based on our preliminary studies, we report only results with features extracted from the 33rd layer of the CNNs. Both of these pre-trained models gave better results compared to a CNN pre-trained on ImageNet during our preliminary studies.

We first note that when using the raw VGG-Face model, employing DPM-based alignment gives a dramatic improvement over MoP-based alignment ($34.1\% \rightarrow 44.15\%$). This result verifies our hypothesis that the alignment quality strongly affects the performance. More importantly, we observe a marked improvement due to transfer learning on the FER dataset ($44.15\% \rightarrow 50.80\%$).

The results reported in Table 4 are obtained using min-max normalization. We seek to further improve the performance by applying the cas-
Table 4: Comparison of validation set accuracies (%) of CNN features over CNN model, fine tuning and classifier/kernel alternatives.

<table>
<thead>
<tr>
<th>CNN Model</th>
<th>ELM</th>
<th>PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Linear</td>
<td>RBF</td>
</tr>
<tr>
<td>VGG-Face [38]</td>
<td>Original</td>
<td>39.89</td>
</tr>
<tr>
<td></td>
<td>Fine-tuned</td>
<td>48.94</td>
</tr>
<tr>
<td>VGG-M-2048 [2]</td>
<td>Original</td>
<td>36.68</td>
</tr>
<tr>
<td></td>
<td>Fine-tuned</td>
<td>41.42</td>
</tr>
</tbody>
</table>

caded normalization strategies proposed in [23]. The combination of Z-normalization, Power normalization, and instance level $L_2$ normalization (in this order) reaches a validation set accuracy of 51.6% with Linear Kernel ELM. This is the highest validation set accuracy obtained from single-modality, single-feature type models on this challenge corpus. The scores and parameters of this model are used in the subsequent fusion experiments.

5.1.2. Weighted Score Fusion and Test Set Results

The results reported here adhere to the EmotiW 2015 - Video based Emotion Recognition Sub-Challenge protocol. The test set labels are sequestered, and only limited submissions are allowed. In total, seven submissions were evaluated on the test set during the challenge, and eight systems afterwards, including probes for unimodal predictions.

Our first test set submission consisted of weighted fusion of audio, LBP-TOP and LGBP-TOP. This setup was based on [24], and provided us with a competitive benchmark. This system reached a test set accuracy of 50.28%. During our analyses, we observe that fusing the best scores from PLS and ELM might result in lowered performance due to varying score ranges of these classifiers. For these reasons, we opt to fuse the best models from MoP-aligned images with just the PLS classifier. Table 5 summarizes our best test set results. Our top test set result on the challenge (53.62%) was obtained using weighted score fusion of audio model with five visual models. In this paper, we report 54.55% accuracy using deep transfer learning with appropriate strategies and suitably preprocessed images. The CNN-FUN feature with DPM alignment gives the best unimodal performance on the test set (51.39%) using the challenge protocol, which is dramatically higher compared to the same feature type extracted from images aligned with MoP (42.86%).

<table>
<thead>
<tr>
<th>System</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>WF(Audio, LBP-TOP$<em>{MoP}$, LGBP-TOP$</em>{MoP}$)</td>
<td>50.14%</td>
<td>50.28%</td>
</tr>
<tr>
<td>WF (Audio, LGBP-TOP$<em>{MoP}$, HOG-FUN$</em>{MoP}$, SIFT-FV$<em>{MoP}$, LBP-TOP$</em>{MoP}$, LPQ-TOP$_{MoP}$)</td>
<td>52.30%</td>
<td>53.62%</td>
</tr>
<tr>
<td>CNN-FUN$_{MoP}$</td>
<td>44.47%</td>
<td>42.86%</td>
</tr>
<tr>
<td>CNN-FUN$_{DPM}$</td>
<td>51.60%</td>
<td>51.39%</td>
</tr>
<tr>
<td>WF(Audio, CNN-FUN$<em>{MoP}$, SIFT-FV$</em>{MoP}$, LBP-TOP$<em>{MoP}$, LGBP-TOP$</em>{MoP}$, HOG-FUN$_{MoP}$)</td>
<td>53.70%</td>
<td>51.76%</td>
</tr>
<tr>
<td>WF(Audio, CNN-FUN$<em>{DPM}$, LGBP-TOP$</em>{MoP}$, HOG-FUN$_{MoP}$)</td>
<td>57.02%</td>
<td>54.55%</td>
</tr>
</tbody>
</table>

The confusion matrices of best test set submissions with and without CNN features are shown in Figure 4. We observe that recall of Fear, Happy and Sad classes improve in the latter, increasing the Unweighted Average Recall (UAR) performance from 45.51% to 47.77%, along with an increase in accuracy.

Comparison of the results with the top performing systems of the official challenge is shown in Table 6. The results show the difficulty of working “in the wild”. The winner and the second runner up systems used CNN features.

Table 6: Comparison of our approach with the top three systems of the EmotiW 2015 Challenge.

<table>
<thead>
<tr>
<th>Work</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>36.08</td>
<td>39.33</td>
</tr>
<tr>
<td>Yao et al. [56]</td>
<td>49.09</td>
<td>53.80</td>
</tr>
<tr>
<td>Kaya et al. [22]</td>
<td>52.30</td>
<td>53.62</td>
</tr>
<tr>
<td>Kahou et al. [11]</td>
<td>-</td>
<td>52.88</td>
</tr>
<tr>
<td>This paper</td>
<td>57.02</td>
<td><strong>54.55</strong></td>
</tr>
</tbody>
</table>
5.2. EmotiW 2016 - Video Based Emotion Recognition Challenge

After comprehensive experiments on the EmotiW 2015 Challenge corpus, we use our optimized system and the set of learned models on the 2016 Challenge corpus. The instance distributions were shown in Table 1. To see the generalization capability of the proposed system, we first employ the models and the fusion matrix learned on the 2015 Challenge data. We then use the same processing pipeline to learn new models and obtain a new fusion matrix for the 2016 Challenge data. The validation and test set results of these two alternative systems are shown in Table 7.

Interestingly, the models trained on the 2015 corpus show better generalization on the 2016 test set, reaching 52.11% accuracy. One reason may be that the 2016 training set contains additional samples from a particular ethnicity to improve ethnicity balance, but the test set does not reflect this change. The confusion matrix for this submission is shown in Figure 5. We observe the highest recalls for “Happy” and “Anger” classes (high arousal classes), followed by “Sadness” and “Neutral” (low arousal classes). The lowest recall is for the “Disgust” class, in line with the results obtained on previous EmotiW challenges. We also observe that a high proportion of “Disgust,” “Surprise,” and “Neutral” instances are incorrectly classified as “Sad”. Apart from class imbalance, these confusions can be attributed to the subtness of expressions for corresponding classes.

The fusion weights of the system achieving the highest test set accuracy are shown in Figure 5. Here, we observe that the audio modality has the highest weights for positive arousal, negative valence classes (“Anger” and “Fear”). “Disgust” samples can only be identified via subtle visual cues.
Regarding the sub-systems, the model trained with CNN-FUN features has the highest average weight (0.348), followed by HOG-FUN (0.258) and audio (0.243), respectively. This finding shows the importance of CNN features for the final predictions.

Table 7: Accuracy of four submitted systems on the EmotiW 2016 test set. The corpus used for model training/system development is given in square brackets.

<table>
<thead>
<tr>
<th>System</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline - LBP-TOP</td>
<td>38.81</td>
<td>40.47</td>
</tr>
<tr>
<td>1 - WF (Audio, CNN-FUN$<em>{DPM}$, LGBP-TOP$</em>{MoP}$ [2016])</td>
<td>57.70</td>
<td>46.21</td>
</tr>
<tr>
<td>2 - WF (Audio, CNN-FUN$<em>{DPM}$, LGBP-TOP$</em>{MoP}$, HOG-FUN$_{MoP}$ [2015])</td>
<td>57.02</td>
<td><strong>52.11</strong></td>
</tr>
<tr>
<td>3 - WF (Audio, CNN-FUN$<em>{DPM}$, LGBP-TOP$</em>{MoP}$, HOG-FUN$_{MoP}$ [2016])</td>
<td>55.35</td>
<td>48.40</td>
</tr>
<tr>
<td>4 - Equal Weight Score Fusion of Systems 2 and 3</td>
<td>57.18</td>
<td>51.77</td>
</tr>
</tbody>
</table>

5.3. Experiments on Extended Cohn Kanade and MMI Corpora

We validate the proposed set of visual features using two frequently used controlled emotional expression datasets, namely the Extended Cohn-Kanade dataset (CK+) [33] and MMI [50]. The alignment of both datasets are carried out by DPM-based face detection. We re-scale cropped images to $224 \times 224$ pixels, which is compatible with the CNN model.

CK+ [33] features 593 emotional portrayals from neutral face (onset) to apex, out of which 327 videos are evaluated that contain one of seven basic emotions (Anger, Contempt, Disgust, Fear, Happiness, Sadness, and Surprise).
Surprise). Here, we use leave-one-subject-out (LOSO) protocol with 118-folds as in [33].

MMI [50] is also portrayed, however, it poses a higher challenge compared to CK+ due to occlusions and pose variations. Out of 326 videos, 213 are annotated with six basic emotions. In our experiments, we use this subset with basic emotion annotation, excluding fully profile videos and implementing a 10-fold subject independent cross-validation for comparability with the literature [28, 30, 53].

A comparison with some state-of-the-art studies are given in Table 8, and illustrates that the proposed approach performs equally well in controlled settings.

Table 8: Comparison of our proposed approach with state-of-the-art results on CK+ and MMI.

<table>
<thead>
<tr>
<th>Work</th>
<th>CK+ Dataset</th>
<th>MMI Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean Acc.</td>
<td>Overall Acc.</td>
</tr>
<tr>
<td>Wang et al. [53]</td>
<td>86.30</td>
<td>88.80</td>
</tr>
<tr>
<td>Liu et al. [28]</td>
<td>87.90</td>
<td>92.40</td>
</tr>
<tr>
<td>Liu et al. [30]</td>
<td>94.82</td>
<td>96.64</td>
</tr>
<tr>
<td>This paper</td>
<td>98.31</td>
<td>98.47</td>
</tr>
</tbody>
</table>

5.4. Experiments on the RECOLA Corpus

To illustrate the performance of proposed CNN features, we apply the corresponding pipeline to the RECOLA multi-modal emotion corpus, which is composed of 27 videos, continuously annotated for valence and arousal dimensions [42]. This dataset is used both in 2015 and 2016 editions of the AVEC challenge series. The challenge setting evenly partitions the videos into training, development, and test sets. Videos are 300 seconds long, and ground-truth annotations are given with a rate of 25Hz [49]. The challenge baseline benefits from the fusion of audio, video, and physiological modalities, such as Electro-Cardiogram and Skin Conductance Rate. Eight classifiers are trained on different modalities, and fused.

We introduce some changes to test our approach on this dataset. Since the task is continuous prediction, the summarizing functionals cannot be applied over the whole video. We use a symmetric window for each frame, or for a subset of frames, and select specific window sizes for each modality and...
affective dimension [49]. The baseline system applies a post-processing that includes shifting predictions to compensate for annotation delay, as well as centering and scaling [49]. We include these steps in our model. The baseline system also estimates missing frames for each modality using other modalities. Because we lack data from the physiological modalities, we could not apply this estimation, and subsequently our reported accuracy is impaired by missing frames. The challenge performance measure is the Concordance Correlation Coefficient (CCC), which takes into account the difference between the prediction and ground-truth means.

The summary of experiments with the baseline and our proposed features, as well as their weighted fusion results are given in Table 9. We observe that substituting the baseline appearance feature (LGBP-TOP) with CNN dramatically improves the performance for valence prediction (0.481 → 0.550). When CNN is fused with the three baseline sub-systems, the CCC measure is further improved. The contribution of CNN features for arousal is lower.

Table 9: Results for baseline (BAS) and proposed CNN features on the RECOLA corpus

<table>
<thead>
<tr>
<th>#</th>
<th>System</th>
<th>Arousal Dev</th>
<th>Arousal Test</th>
<th>Valence Dev</th>
<th>Valence Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AUDIO&lt;sub&gt;BAS&lt;/sub&gt;</td>
<td>0.796</td>
<td>0.648</td>
<td>0.455</td>
<td>0.375</td>
</tr>
<tr>
<td>2</td>
<td>GEO&lt;sub&gt;BAS&lt;/sub&gt;</td>
<td>0.379</td>
<td>0.272</td>
<td>0.612</td>
<td>0.507</td>
</tr>
<tr>
<td>3</td>
<td>LGBP-TOP&lt;sub&gt;BAS&lt;/sub&gt;</td>
<td>0.483</td>
<td>0.343</td>
<td>0.474</td>
<td>0.486</td>
</tr>
<tr>
<td>4</td>
<td>CNN&lt;sub&gt;DPM&lt;/sub&gt;</td>
<td>0.503</td>
<td>0.301</td>
<td>0.543</td>
<td>0.505</td>
</tr>
<tr>
<td>5</td>
<td>WF(1,2,3)</td>
<td>0.797</td>
<td>0.451</td>
<td>0.660</td>
<td>0.481</td>
</tr>
<tr>
<td>6</td>
<td>WF(1,2,4)</td>
<td>0.804</td>
<td>0.461</td>
<td>0.677</td>
<td>0.550</td>
</tr>
<tr>
<td>7</td>
<td>WF(1,2,3,4)</td>
<td><strong>0.809</strong></td>
<td>0.465</td>
<td><strong>0.690</strong></td>
<td><strong>0.566</strong></td>
</tr>
</tbody>
</table>

5.5. Experiments on ChaLearn-LAP First Impressions Challenge

We have used the proposed system on the ChaLearn-LAP First Impressions Challenge at ICPR 2016 [12]. In this challenge, in the wild videos of people are evaluated to guess the first impressions given to other people, as measured by a Big-5 personality traits questionnaire. 6000 videos were used for training, 2000 for validation, and 2000 videos with sequestered labels were used for testing the systems. Our submission to the challenge followed the same pipeline, with an additional (but very low-impact) channel for deep scene features [16]. Also, the output layer estimates continuous personality
trait estimations, instead of discrete emotional labels. The rationale behind applying a similar transfer learning approach is to benefit from influences of emotional facial expressions, as well as ambient cues on first impressions. Our system received the first place in the challenge, reaching an accuracy of 0.913 averaged over five personality dimensions, illustrating that the processing pipeline we proposed in this paper can generalize to other problems with minimal adaptation. We refer the reader to [16] for the details.

6. Conclusions

In this study, we proposed a system for multimodal expression recognition in the wild. Our findings confirm those of [10], who reported that multimodality brings in diminishing returns for natural (or seminatural) data. For the arousal predictions on the RECOLA corpus, the multimodal system performs poorer than the best unimodal system.

On the EmotiW challenges, we saw that the recall of disgust and fear classes was very low. In audio-only models, it is possible to obtain higher recall for the fear class. On the other hand, disgust can be distinguished (up to a point) with visual cues, especially with dynamics of facial structure. In the wild studies exacerbate the difficulty of catching subtle cues, as the noise-related variation can be higher than variation due to these cues. Consequently, some classes are affected more by these conditions.

We have illustrated the impact of flexible alignment (and fine-tuning) on transfer learning for CNN models. The pre-trained CNN models extract rich features, and serve to complement even within-modality systems. We have illustrated that CNN features can be enhanced by summarizing functionals, which is an approach frequently followed for the audio domain.

Class imbalance mitigates the learning issues for the automatic systems, but we note that the data used for the EmotiW Challenge is also challenging for human annotators, and the gap between human and computer performance is ever decreasing.
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