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Abstract. Computer based methods for facial age estimation can be improved
by incorporating experimental �ndings from human psychophysics. Moreover,
the latter can be used in creating systems that are not necessarily more accurate
in age estimation, but strongly resemble human age estimations. In this paper we
investigate the perceptual hypothesis that contrast is a useful cue for estimating
age from facial appearance. Using an extensive evaluation paradigm, we establish
that using a perceptual color space improves computer’s age estimation, and more
importantly, using contrast-enabled features results in estimations that are more
correlated to human estimations.
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1 Introduction

Age estimation is a perceptual task we perform automatically and often unconsciously,
as a regulator of social interactions. Age estimation for youngsters is important to es-
timate cognitive capacities, whereas in general the age information would provide his-
torical information usable in social contexts (e.g. �You certainly would not remember
the time Commoder 64 was popular.�). In many cultures, older individuals are accorded
a certain respect associated with the age, and simultaneously, direct inquiry about a
person’s age is often considered inappropriate. The inevitable result is that the age is
estimated from available cues, such as the appearance of the face, the tautness of skin
and the existence of wrinkles, the color of the hair, the tone of voice, the manner of
speaking, perhaps even the choice of clothing. It can be said that the human perceptual
system is quite adept at making guesses about a person’s age.

In this paper, we investigate the perceptual hypothesis that contrast is a useful cue
for estimating age from facial appearance. Computer estimation of age from facial ap-
pearance has several applications, and it is important to establish reliable cues for this
problem. While there is some evidence in perception studies that humans use contrast
cues successfully for this task [14], it is known that many factors affect human per-
ception of age: People are better at estimating age of younger faces or individuals that
look like themselves, they are affected by the gender, attractiveness and expression
of the estimated face, as well as biased by hair color, contextual cues, and such [20].
Subsequently, an experimental approach is necessary to verify this hypothesis. In this
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paper, we describe a set of contrast features, and use a state of the art age estimation
pipeline to test their usefulness for this problem. We report our results on the pub-
licly available UvA-NEMO database with 400 subjects of ages 8-76 [2]. We establish
that 1) using a perceptual color space improves computer’s age estimation, 2) enabling
contrast features marginally improves the results, although the improvement is more
marked for approaches that process grayscale images, and more importantly, 3) using
contrast-enabled features results in age estimations that are more correlated to human
estimations.

Developing age estimation systems that model human estimation (rather than trying
to estimate the true age) has not received much attention in the literature, but such
systems are important for certain applications. One example is cosmetics, where the
perceived age can be signi�cantly reduced, hence comparisons are more meaningful
with perceived age, rather than true age. Another example is the assessment of child
exploitation crimes (e.g. child pornography), where an investigator gives a decision
about the age of the child by inspecting visual images, and sometimes stakes his or her
reputation on a decision, which is dif�cult to make [10]. In this case, a computer system
that approximates the human age estimation can provide objective justi�cation for such
decisions.

2 Related Work

2.1 Psychophysical Studies

The few psychophysical studies on age estimation from face images suggest that con-
trast information from speci�c face regions and color distribution are indicative on the
estimated age. Most studies employ digital manipulation of face images (predominantly
females). In [4] this leads to the �nding that removal of skin surface topography cues
(such as �ne lines and wrinkles), but preservation of skin color information, resulted
in a decrease of estimated age of about 10 years compared with the age judgments of
unmodi�ed faces. In contrast, digital smoothing of facial discoloration resulted in a
decrease of perceived age of 1 to 5 years.

In [1] the perceived age of male faces was studied using digital manipulation of
shape and color information. While the authors could change the perceived age with
color manipulation of individual pixels, they reasoned that this effect was not due to
enhanced contrast or color saturation. In [8], skin wrinkling, hair graying and lip height
were signi�cantly and independently associated with how old a woman looks for her
age. In a study on faces of Caucasian women [11], it was shown that the most impor-
tant attributes to estimate age are eyes, lips and skin color uniformity. Another study
on female faces [14] performed on the CIELAB color space indicates that faces with
greater a* (red-green) contrast around the mouth, greater luminance contrast around
the eyes, or greater luminance contrast around the eyebrows were judged to be signi�-
cantly younger. These studies also point out to the importance of color information for
age estimation.
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2.2 Computer estimation of facial age

In contrast to the �ndings reported in the previous section, the majority of computer
based facial age estimation methods assume gray-scale images. This is partly the case
because of the nature of the major benchmarking databases (such as FG-NET [19] and
MORPH [16]), which collect old and new photographs of individuals, and consequently
have varying degrees of color information in them. In this work, we partly mitigate this
by exploring color information in our experiments on the UvA-NEMO database [2],
which uses a controlled lighting setup. This database has a large number of subjects and
a wide age range (8-76), but it does not allow longitudinal inspections of individuals.

The most important cues used in age classi�cation are appearance-based, most no-
tably the cranio-facial development, which instigated a host of methods that simulate
the evolution of facial aging for analysis and synthesis [7, 18], and wrinkles formed on
the face due to deformations in the skin tissue [21, 22].

The �rst class of methods apply subspace projection and manifold embedding tech-
niques to �nd trajectories of age progression for a given individual. In [6] probabilistic
kernel principal component analysis is used for this purpose. The second class of meth-
ods apply robust feature extraction approaches that are known to work well in face anal-
ysis, and treat the problem as a classi�cation or regression task. In [21] Gabor wavelet
features and local binary patterns were used successfully. Good surveys of the facial
age estimation �eld can be found in [15] and [5].

3 Method

In this study, we propose the use of facial contrast with appearance information for au-
tomatic age estimation. The input images are assumed to have a moderately frontal face.
The �ow of the system can be summarized as follows. Initially, 19 facial landmarks are
automatically located in the images. Then, by using the detected landmarks, size and
rotation of faces are normalized, the regions of interest are cropped, and facial contrast
features are extracted. To describe the facial appearance, uniform Local Binary Patterns
(LBP) are computed on the input images. Finally, appearance and contrast features are
fused to train/test Support Vector Machine (SVM) regressors.

3.1 Features

In the proposed system, facial appearance and contrast features are extracted from im-
ages and fused to improve age estimation accuracy as well as increasing the correlation
between human perception and automatic estimation of ages. We use CIELAB color
space in addition to gray-scale and RGB space, since it was designed as a perceptu-
ally uniform color space. It consists of an achromatic lightness channel (L*) and two
color opponent channels a* (red-green) and b* (yellow-blue). In approximation, equal
distances between two points in this space are also perceptually equal.

Before feature extraction, faces are normalized (with respect to scale and rotation)
and regions of interest for facial contrast analysis are cropped using 19 facial land-
marks (eyebrow corners/centers, eye corners, center of upper/lower eyelids, nose tip,

https://www.researchgate.net/publication/221572273_Learning_from_facial_aging_patterns_for_automatic_age_estimation?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/220939398_Age_categorization_via_ECOC_with_fused_gabor_and_LBP_features?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/220939398_Age_categorization_via_ECOC_with_fused_gabor_and_LBP_features?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/222788046_Computational_methods_for_modeling_facial_aging_A_survey?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/4232791_MORPH_A_longitudinal_image_database_of_normal_adult_age-progression?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/46288561_Age_Synthesis_and_Estimation_via_Faces_A_Survey?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/221572889_Facial_age_estimation_by_nonlinear_aging_pattern_subspace?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/41028483_A_Compositional_and_Dynamic_Model_for_Face_Aging?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==
https://www.researchgate.net/publication/221273911_Age_estimation_based_on_extended_non-negative_matrix_factorization?el=1_x_8&enrichId=rgreq-8b1435ccd7032fffc80862388d14fa15-XXX&enrichSource=Y292ZXJQYWdlOzI3ODY1Njg1ODtBUzozMDY2OTU5NTAwMTI0MTdAMTQ1MDEzMzQyMDU5MQ==


4 H. Dibeklio�glu, T. Gevers, M. Lucassen, and A.A. Salah

(a) (b)

Fig. 1. (a) Used facial landmarks with their indices and (b) the regions of interest on an
aligned/cropped face

lip corners, center of upper/lower lips, see Fig. 1(a)). These landmarks are automati-
cally detected using the method proposed in [3]. This method models Gabor wavelet
features of a neighborhood of the landmarks using incremental mixtures of factor ana-
lyzers and enables a shape prior to ensure the integrity of the landmark constellation. It
follows a coarse-to-�ne strategy; landmarks are initially detected on a coarse level and
then �ne-tuned for higher resolution.

Facial Contrast Features. To analyze and describe the facial contrast, we extract a
set of features from eyebrows, eyes, lips, and whole face. First of all, eye centers are
computed as middle points between inner and outer eye corners as c1 = l7+l9

2 and c2 =
l11+13

2 , where li shows 2D coordinates of landmarks. Then, the roll rotation of the face
is estimated as Rroll = arctan

�
cy;2�cy;1
cx;2�cx;1

�
, where cx;i and cy;i denote x and y values

of center points ci, respectively. Using the estimated rotation the pose is normalized to
frontal face.

After normalization of rotation, face is cropped as shown in Fig. 2. Then, inter-
ocular distance dio (Euclidian distance between eye centers) is calculated and the face
is scaled with a factor of 80=dio. Resultant normalized face image has a resolution of
200 � 160 pixels.

When the face is normalized, regions of interest are automatically determined, as
shown in Fig. 1(b), using landmarks. Regional patches are adapted and modi�ed from
the age perception study of Porcheron et al. [14], where eyes, eyebrows, lips, and sur-
rounding areas of those are manually annotated. In this study we automatically crop
inner and surrounding regions of eye/lip by �tting an ellipse on the related landmarks.
Inner eyebrow regions are cropped using the dilated lines on the eyebrow landmarks.
Patches cropped on the cheeks are used as surrounding skin for eyebrows to cope with
varying thickness of eyebrows and possible hair occlusions on the forehead. Surround-
ing regions de�ne the skin, where the inner regions de�ne feature areas. The boundary
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Table 1. De�nitions of the extracted features

Feature De�nition

Regional Mean Contrast: mean(Iskin)�mean(Iin)
mean(Iskin)+mean(Iin)

Regional Median Contrast: median(Iskin)�median(Iin)
median(Iskin)+median(Iin)

Inner (Michelson) Contrast: max(Iin)�min(Iin)
max(Iin)+min(Iin)

Surrounding (Michelson) Contrast: max(Iskin)�min(Iskin)
max(Iskin)+min(Iskin)

Inner Smoothness: std(Iin)

Surrounding Smoothness: std(Iskin)

Smoothness Rate: std(Iin)
std(Iskin)

of face is also de�ned to compute global face contrast. Feature area for the face is the
combination of the inner eyebrow, eye, and lip regions. Area lays between the face
boundary and inner face regions forms the skin area of the whole face.

Let Iin and Iskin denote the one-channel (such as gray, R, G, B, L*, a*, b*) color
values of inner and surrounding area of the related facial region, then facial contrast
features can be de�ned as given in Table 1, where std denotes the standard deviation.
The regional contrasts are de�ned as an adapted version of the Michelson contrast [9].
Note that the de�ned features are extracted separately for each of the face, eye, eyebrow,
and lip regions. For eyes and eyebrows, average of the left and right side regions are
used. Additionally, Michelson contrast and smoothness (std) features are extracted for
the area within the face boundary. As a result, a 30 dimensional contrast feature vector
is composed for the related color channel.

Appearance Features. To describe the facial appearance, uniform Local Binary Pat-
terns (LBP ) are used. The original LBP operator, which is proposed by Ojala et
al. [12], takes the intensity value of the center pixel as threshold to convert the neighbor-
hood pixels to a binary code. Computed binary codes describe the ordered pattern of the
center pixel. This procedure is repeated for each pixel on the image and the histogram
of the resultant 256 labels can then be used as a texture descriptor. In [13], Ojala et al.
show that the vast majority of the Local Binary Patterns in a local neighborhood contain
at most two bitwise transitions from 0 to 1 or 1 to 0, which is called a uniform pattern.
Therefore, during the computation of the histograms, the size of the feature vector can
be signi�cantly reduced by assigning different bins for each of the 58 uniform patterns
and one bin for the rest.

Each face is divided into 7 � 5 non-overlapping (equally-sized) blocks and uniform
LBP descriptors are computed on each block (see Fig. 2). 8 neighborhood pixels (on a
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Fig. 3. Sample face images from the UvA-NEMO Smile Database

4.2 Age Perception

We gathered perceived ages for a subset of the neutral face images extracted from the
UvA-NEMO Smile Database. The original recordings show a MacBeth Color Rendition
chart. Using the black and white patches of the lightness scale in the MacBeth chart,
we color corrected the images to have the same lightness values (L* in CIELAB color
space), i.e. L*=96 for the white patch and L*=21 for the black patch, in the sRGB color
pro�le [17]. In total, 84 face images were used from 42 male and 42 female, mainly
Caucasian. Actual ages range from 8 to 76 years with a distribution similar to that of
whole database. The face images were presented on a Eizo ColorEdge CG211 monitor
which was calibrated to the sRGB standard.

Twenty-four participants, 14 male and 10 female, rated the perceived age of the
(unknown) faces. All subjects had normal color vision as con�rmed by the HRR color
vision test and had normal or corrected-to-normal visual acuity. Participants’ age vary
from 18 to 55 years (average 31.6 years) and were of 6 different nationalities (Chinese,
Dutch, Iranian, Italian, Polish, and Vietnamese). They were seated at a distance of about
0.5 meter from the monitor in a dimmed room. Using a slider bar they indicated the per-
ceived age of the faces. Four different participants estimated the age of each face. The
estimated ages by different participants, have been con�rmed to be highly consistent
(Cronbach’s � > 0:87). Average estimated age for each face is used as perceived age
in this paper.

5 Experimental Results

In this section, we discuss the results of our experiments. First, we will discuss the
accuracy of the system when only facial contrast and intensity (appearance) features
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are used, either individually or taken together. Then, the effect of color and contrast
usage for estimating true and perceived ages will be analyzed.

5.1 Color, Contrast and Appearance

In this paper, we propose to combine facial contrast and appearance, and use percep-
tual color space CIELAB to increase the age estimation accuracy as well as improving
the correlation between automatic estimations and perceived ages. However, it is also
important to show the discriminative power of facial contrast and appearance, individ-
ually. For this purpose, we evaluate the individual and combined use of these features
for different color spaces to estimate true age. In this experiment, a two level 10-fold
cross-validation scheme is used on the whole set of the UvA-NEMO Smile Database.
Each time a test fold is separated, a 9-fold cross-validation is used to train the system
and select the regression parameters. There is no subject overlap between folds. The
resulting mean absolute error (MAE) is given in Table 2.

Table 2. The MAE for true age estimation using contrast, appearance, and combined features

Features
Mean Absolute Error

Gray-scale RGB CIELAB

Contrast 9:50 (�8:31) 8:47 (�7:71) 8:41 (�8:04)

Appearance 6:12 (�4:87) 5:82 (�4:72) 5:81 (�4:59)

Combination 6:03 (�4:63) 5:59 (�4:52) 5:54 (�4:54)

Results show that enabling the use of color in the estimation of true age, notice-
ably improves the performance with respect to the use of gray-scale. CIELAB color
space provides the most accurate estimations for both contrast, appearance, combined
features. RGB performs slightly worse than CIELAB.

It is clear that using only facial contrast is not enough for an accurate age estimation
system. In CIELAB color space, the MAE of using contrast features is 8:41 years where
the MAE for facial appearance is only 5:81 years. Nevertheless, by combining the con-
trast and appearance features, the proposed system is able to achieve the best result with
an MAE of 5:54. Combined features increase the accuracy approximately 4% and 5%
(relative) with respect to appearance for RGB and CIELAB, respectively. However rel-
ative improvement for gray-scale is only 1:47%, which shows that gray-scale contrast
is not as informative as color contrast.

5.2 Estimating True and Perceived Age

The aim of this study is to enable perceptual cues for age estimation to improve the
correlation between automatically estimated and perceived ages. To this end, we ana-
lyze the effect of color and contrast usage for estimating true and perceived ages. As
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described in section 4.2, we collected perceived ages for 84 of 400 subjects. Face im-
ages of the remaining 316 subjects are used for training and validation. The regression
parameters are selected using a 10-fold cross-validation on the training set. The trained
systems are tested on these 84 subjects. Note that the true age information is used for
training and validation in this experiment. Using appearance and combined features,
the MAE and the correlation of estimations are computed for true and perceived ages.
Reported correlation values are the linear correlation coef�cients between the estimated
ages and the true/perceived ages. Table 3 shows the MAE and the correlation for true
and perceived age estimation using different color spaces.

Table 3. The MAE and the correlation for true and perceived age estimation

Features
True MAE Years (Correlation) Perceived MAE Years (Correlation)

Appearance Combination Appearance Combination

Gray-scale 5:98 (0:89) 5:79 (0:91) 6:52 (0:88) 6:11 (0:90)

RGB 5:46 (0:91) 5:23 (0:92) 6:24 (0:89) 5:08 (0:91)

CIELAB 5:38 (0:91) 5:09 (0:93) 6:08 (0:89) 4:09 (0:94)

Results show that enabling contrast features in the estimation of true age, decreases
the MAE and increases the correlation by approximately 4% and 2% on average, re-
spectively. For the estimation of perceived age, the combined use of appearance and
contrast features, decreases the MAE and increases the correlation by approximately
19% and 3% on average, respectively. When we analyze the improvement rates, it is
seen that the use of facial contrast shifts the estimations towards perceived ages. The
relative MAE improvement, using the CIELAB color space, for perceived age estima-
tion is approximately 5 times more than the improvement for true age estimation. Also,
the use of color for automatic age estimation decreases the MAE noticeably, where the
best accuracy is achieved by using combined features in CIELAB color space.

6 Conclusions

In this study, we have introduced the usage of automatically extracted facial contrast
features and perceptual color space to improve age estimation and increase the corre-
lation between automatically estimated and perceived ages. The majority of automatic
facial age estimation methods focus on the appearance of the face, as the appearance is
the most revealing aspect of aging. However, we show that facial contrast improves the
estimation accuracy for both true and perceived ages.

Additionally, we evaluate the effect of using different color spaces on age estimation
accuracy. Our results show that color-based features perform better than gray-scale.
Besides, in our experiments, using perceptual CIELAB color space has provided the
highest estimation performance for both true and perceived ages.
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