Canonical Correlation Analysis and Local Fisher Discriminant Analysis based Multi-View Acoustic Feature Reduction for Physical Load Prediction
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Abstract

In this study we present our system for INTERSPEECH 2014 Computational Paralinguistics Challenge (ComParE 2014), Physical Load Sub-challenge (PLS). Our contribution is twofold. First, we propose using Low Level Descriptor (LLD) information as hints, so as to partition the feature space into meaningful subsets called \textit{views}. We also show the virtue of commonly employed feature projections, such as Canonical Correlation Analysis (CCA) and Local Fisher Discriminant Analysis (LFDA) as ranking feature selectors. Results indicate the superiority of multi-view feature reduction approach to its single-view counterpart. Moreover, the discriminative projection matrices are observed to provide valuable information for feature selection, which generalize better than the projection itself. In our preliminary experiments we reached 75.35\% Un-weighted Average Recall (UAR) on PLS test set, using CCA based multi-view feature selection.

\textbf{Index Terms:} ComParE 2014, acoustic feature selection, Canonical Correlation Analysis, Local Discriminant Analysis, Physical Load

1. Introduction

The study of Computational Paralinguistics is about prediction of speakers’ states and traits rather than the spoken content. The ComParE Challenge aims at bridging the gap between the state-of-the-art research on the field and comparability of the results. The first challenge in the series was held in 2009, where 384 baseline features were delivered by the organizers for the task of emotion classification [1]. While the tasks ranged from personality trait classification [2] to social signals detection [3], the baseline features grew in number and quality to reflect different aspects of the speech. ComParE 2014 presents two sub-challenges, namely the prediction of physical load (labeled as high pulse/low pulse) and the ternary level of cognitive load. In this study, we focus on the binary classification of the physical load. Prediction of physical load is of interest with many applications [4]. Particularly, classification of the level of heart rate can be benefited in telemonitoring of the disabled/elderly, and in human behavior understanding as it correlates with affective arousal.

The last two years’ baseline feature set, which is obtained by passing descriptive functionals (e.g. moments, extremes) over the Low Level Descriptor (LLD) contours (e.g. F0, shimmer, MFCC), contains 6 373 acoustic features [3, 5]. In machine learning literature, utilizing such a high number of features with a small amount of samples is known to reduce generalization power of the learner due to the \textit{curse of dimensionality}. In order to overcome this problem, several feature reduction methods have been proposed in the literature [6, 7]. Fisher Discriminant Analysis (FDA) [8] and Canonical Correlation Analysis (CCA) [9] are two of the most commonly employed statistical methods. While FDA is used in classification problems to project the original features onto a discriminative lower dimensional space, the unsupervised CCA aims at maximizing the mutual correlation of two representations of the semantic object in the respective projected spaces [10].

In a recent study [11] CCA is employed as an acoustic feature selector for continuous depression level prediction. Here, the features are exposed to CCA against the continuous labels and are then ranked with respect to the absolute value of their weights in the projection vector (the eigenvector). In the case of classification, this setting is shown to reduce to FDA [12]. One problem in FDA is that it inherently assumes the classes to be unimodal. When classes are composed of several clusters, which is typical in acoustic speech processing, the within class scatter fails to reflect the structure and the projection does not generalize well for pattern recognition. To remedy this problem Sugiyama [13] proposed the incorporation of class-wise neighborhood information as in the Locality Preserving Projection (LPP) in a method called Local FDA (LFDA). LFDA considers the locality of instances of the same class, therefore aims at keeping the structural information in the discriminative embedding. We employ LFDA as an alternative to CCA for feature reduction.

In order to further exploit the data, it is possible to make use of domain knowledge as hints. Some high dimensional data have natural feature partitions that are called \textit{views} in the literature. As these views may be obtained from different modalities, it is also possible to divide the single modality feature set into views. This approach aims at bringing together the self sufficient subset of features to exploit the internal correlations while avoiding the curse of dimensionality. For example, in [14] bioinformatics domain knowledge is exploited to partition the features into views such as di/peptide composition and multi-view feature extraction is carried out. When the multi-view approach is used in filter feature selection, it also helps side-step the \textit{irrelevant redundancy} (IR). IR is incurred when a potential feature that has unique information about the target is omitted due to a high dependency (e.g. correlation, mutual information) with already selected set of features [15]. Moreover, multi-view feature selection reduces space and time complexity, enables processing smaller chunks of data in parallel.

In this study, we propose the use of LLD information of features to partition the massive feature set. From acoustic speech processing, it is known that not all functionals work the same for every LLD. Therefore, our proposed system amounts to selection of functionals per LLD. We also compare and contrast...
view-based feature selection and extraction using LFDA and CCA. As expected, we obtain better performance (UAR) using multi-view feature selection. We also observe that features selected by means of discriminative projections generalize to unseen data better than the projections themselves.

The layout of this paper is as follows. In the next section we provide the background on CCA and LFDA, then in Section 3 we introduce the feature selection/extraction scheme. The experimental results are given in Section 4. Finally Section 5 concludes with future directions.

2. Background

2.1. Canonical Correlation Analysis

Proposed by Hotelling [9], CCA seeks to maximize the mutual correlation between two sets of variables by finding linear projections for each set. Mathematically, CCA seeks to maximize the mutual correlation between two views of the same semantic phenomenon (e.g., audio and video of a speech) denoted \( X \in \mathbb{R}^{n \times d} \) and \( Y \in \mathbb{R}^{n \times p} \), where \( n \) denote the number of paired samples, via:

\[
\rho(X, Y) = \max_{w,v} \text{corr}(w^T X, v^T Y),
\]

where “corr” corresponds to Pearson’s correlation, \( w \) and \( v \) correspond to the projection vectors of \( X \) and \( Y \), respectively. Let \( C_{XY} \) be the cross-covariance between the sets \( X \) and \( Y \), and similarly let \( C_{XX} \) and \( C_{YY} \) denote within set covariances for \( X \). The problem given in eq. (1) can be re-formulated as:

\[
\rho(X, Y) = \sup_{w,v} \frac{w^T C_{XY} v}{\sqrt{w^T C_{XX} w \cdot v^T C_{YY} v}}.
\]

The formulation in Eq. (2) can be converted into a generalized eigenproblem for both projections (i.e. \( w \) and \( v \)), the solution can be shown [10] to have the form of:

\[
C_{XX}^{-1} C_{XY} C_{YY}^{-1} C_{XY} w = \lambda w,
\]

where the correlation appears to be the square root of eigenvalue:

\[
\rho(X, Y) = \sqrt{\lambda}.
\]

To attain maximal correlation, the eigenvector corresponding to the largest eigenvalue in Eq. (3) should be selected. Similarly, by restricting the new vectors to be uncorrelated with the previous ones, it can be shown that the projection matrices for each set are spanned by the \( k \) eigenvectors corresponding to the \( k \) largest eigenvalues. In short, when CCA is applied between \( X \) and \( Y \) we get:

\[
[W, V, r, U_X, U_Y] = CCA(X, Y),
\]

where \( W \) and \( V \) are composed of (sorted) eigenvectors from the eigenproblem in Eq (3), \( r \) is the \( m \) dimensional vector of canonical correlations given in Eq. (4) while \( U_X \) and \( U_Y \) are the covariates. In other words, \( U_X = X \times W \), when features in \( X \) are mean removed. The relationship between the canonical correlation and the corresponding covariates is given by the the Pearson’s Correlation Coefficient (PCC):

\[
r^i = \text{PCC}(U^i_X, U^i_Y),
\]

where \( i \) indexes the column. It is important to note that the maximum number of covariates \( m \) in \( U_X \) and \( U_Y \) are limited with the matrix rank of \( X \) and \( Y \):

\[
m = \min(\text{rank}(X), \text{rank}(Y))
\]

The non-linear version of CCA using the kernel trick is known as KCCA [10]. Also, Deep CCA (DCCA) is an efficient deep neural network alternative to KCCA [16].

2.2. Local Fisher Discriminant Analysis

It is known that when classes are multimodal, FDA faces anomalies [17]. It is important to preserve the local structure in the embedded space while trying to maximize the class separability. To retain the multimodality in the target space without regarding the classes, Locality Preserving Projection (LPP) [18] is introduced as an alternative to Principal component Analysis. The approach uses the affinity matrix idea to weight (softly mask) the projections. This idea inspired Sugiyama to extend traditional FDA to Local FDA by first reformulating the scatter matrices [13]:

\[
S^w = 1/2 \sum_{i,j} A^w_{i,j} (x_i - x_j)(x_i - x_j)^T,
\]

\[
S^b = 1/2 \sum_{i,j} A^b_{i,j} (x_i - x_j)(x_i - x_j)^T,
\]

where \((\cdot)^T\) denotes transpose and

\[
A^w_{i,j} = \begin{cases} 1/n_{c} & \text{if } y_i = y_j = c, \\ 0 & \text{if } y_i \neq y_j, \end{cases}
\]

\[
A^b_{i,j} = \begin{cases} 1/n - 1/n_{c} & \text{if } y_i = y_j = c, \\ 1/n & \text{if } y_i \neq y_j, \end{cases}
\]

Here the affinity matrices do not contain locality information but class information. To obtain LFDA we have [13]:

\[
\mathbf{S}^w = 1/2 \sum_{i,j} \mathbf{A}^w_{i,j} (x_i - x_j)(x_i - x_j)^T,
\]

\[
\mathbf{S}^b = 1/2 \sum_{i,j} \mathbf{A}^b_{i,j} (x_i - x_j)(x_i - x_j)^T,
\]

and localized discriminative affinity matrices are defined as

\[
\mathbf{A}^w_{i,j} = \begin{cases} A_{i,j} / n_{c} & \text{if } y_i = y_j = c, \\ 0 & \text{if } y_i \neq y_j, \end{cases}
\]

\[
\mathbf{A}^b_{i,j} = \begin{cases} A_{i,j} (1/n - 1/n_{c}) & \text{if } y_i = y_j = c, \\ 1/n & \text{if } y_i \neq y_j, \end{cases}
\]

where \( A_{i,j} \) is the \( n \times n \) regular affinity matrix keeping the unsupervised locality information. \( A_{i,j} \) can simply be composed of 1s for k-nearest neighbors for each instance and 0s for the rest. It is also possible to adopt a localized measure where the distance to the k-th nearest neighbor is used as bandwidth in Gaussian similarity. Let \( D \) denote the \( n \times n \) Euclidean distance matrix of samples, \( d_{ij} \) is the \( n \) dimensional vector keeping the square root of the Euclidean distance of each sample to its k-th neighbor, and \( M/L \) denote the element-wise division, we can obtain a smoother affinity matrix \( A \) via:

\[
L = d_{ij} d_{ij}^T,
\]

\[
A = \exp(-D/L).
\]

Once the scatter matrices are computed, the regular FDA eigenproblem can be used to obtain the discriminative projection:

\[
\mathbf{S}^w = \Lambda \mathbf{S}^b W.
\]
3. Proposed Feature Reduction System

3.1. Discriminative Projection Based Filters

Our proposed system extends the recent work of Kaya et al. [11] to classification and applies it to acoustic feature partitions based on LLDs. The main idea behind the CCA based filter in [11] is as follows. When all features on one view are subjected to CCA against the labels on the other view, the absolute value of the projection matrix $W$ can be used to rank the features. The application to regression is straightforward since the resulting matrix is $n \times 1$, therefore a vector. It can be applied in the same way to 2-class classification where the classes can be denoted with 0 and 1 in the target vector. For $C > 2$, we can use the canonical correlation value ($r^i$) to weight the corresponding projection column (eigenvector $W^i$). In short, the Sample versus Labels CCA Filter (SLCCA-Filter) algorithm, which inputs the dataset $X$ and label matrix $T \in \{0,1\}^{n \times (C)}$, and outputs feature ranking $R$ is given as:

$$[W, V, r, U_X, U_Y] = CCA(X, T),$$

$$H = \sum_{i=1}^{m} \text{abs}(W^i)r^i,$$

$$R = \text{sort}(H, 'descend'),$$

where as noted earlier $m = \min(\text{rank}(X), \text{rank}(Y))$, and the 1-of-C coded label matrix $T$ is defined as

$$T_{i,c} = \begin{cases} 1 & \text{if } y_i = c, \\ 0 & \text{if } y_i \neq c. \end{cases}$$

Since $C$ classes have $C - 1$ degrees of freedom, the rank of matrix $T$ is $C - 1$. Therefore it is possible to remove any of the columns from 1-of-C coded matrix. The filter can be applied to LFDA in a similar manner, where instead of the canonical correlation value square root of the corresponding eigenvalue $\lambda^i$ is used.

3.2. Feature Partitioning

While it is possible to obtain features statistically or randomly, in this study we used the 65 LLDs along with their first derivatives to form the 130 views. Details of the corpus and feature set can be found in [5, 19]. The canonical correlations obtained from applying CCA between the LLD based views and the target labels are shown in Fig. 1. The canonical correlation values range from 0.29 to 0.53.

4. Experimental Results

In our experiments we utilized the CCA implementation in MATLAB, author’s own implementation for LFDA \(^1\). We used Weka Data Mining tool [20] in classification with Support Vector Machines, and also in our preliminary studies with Correlation Based Feature Selection (CFS).

4.1. System Development

To show the superiority of multi-view versus single view (i.e., full feature set) feature selection independently from the proposed CCA and LFDA based Filter, we used CFS. CFS measures the merit between a feature set $S$ and target $t$ via [21]:

$$r_{S,t} = \frac{k \pi_{ti}}{\sqrt{k + (k - 1) \pi_{ti}},}$$

where $k$ is number of features, $\pi_{ti}$ denote average correlation between the features in the subset and the target variable, and the term $\pi_{ti}$ denote average inter-correlation between features. Therefore, Eq. (23) tries to reduce internal correlation (redundancy) and favors higher average feature-target correlations (relevance).

In our preliminary experiments, we used a single view feature selection and compared its performance with the features selected from LLD based views. In WEKA CFS implementation, we used BestFirst Forward search option with a backtracking limit of 5 steps. In single view setting the algorithm found 75 features, while in multi view setting 283 features were attained. The distribution of the number of selected features to views is given in Fig. 2. When the algorithm does not find a good merit in any subset, it generally outputs a single feature. For classification we used SVMs with Linear and RBF kernels. The precision parameter $\gamma$ in RBF kernel is set to 0.0005 using cross validation on development set. In both kernels, min-max normalization (min-max Norm) and z-normalization (z-Norm) were tested in the preliminary studies. The set of SVM complexity parameter ranged roughly in double increments, for Lin-

---

ear Kernel we used \{0.0001, 0.0002, 0.0005, 0.001...1\} and for RBF kernel a set in the range 0.1 – 50 is used. The best single view CFS performance is obtained as 61.7 UAR, using z-normalization with RBF kernel with C = 2. The best multi view CFS performance is given in Table 1. As can be seen from the table, all multi view settings provide better results than single view setting. z-Norm with RBF kernel yielding relatively better. While these UAR results are lower than baseline development set performance, they motivate further work in multi view approach.

Table 1: Best SVM performance with multi view CFS features per normalization type and Kernel

<table>
<thead>
<tr>
<th>Norm</th>
<th>Kernel</th>
<th>C</th>
<th>UAR (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min-max</td>
<td>Linear</td>
<td>0.02</td>
<td>64.6</td>
</tr>
<tr>
<td>Min-max</td>
<td>RBF</td>
<td>50</td>
<td>64.6</td>
</tr>
<tr>
<td>Z-norm</td>
<td>Linear</td>
<td>0.001</td>
<td>65.6</td>
</tr>
<tr>
<td>Z-norm</td>
<td>RBF</td>
<td>1</td>
<td>66.2</td>
</tr>
</tbody>
</table>

4.2. CCA and LFDA for Feature Selection

Since SLCCA and LFDA provide discriminative projections, which are popularly used in pattern recognition, we also compared the performance of feature transformation against feature selection using the same projection matrix. Encouraged from the preliminary experiments, we use a multi view setting to obtain 130 discriminative features, one from each LLD based view. The best SVM performance (z-Norm, RBF kernel, C=10) on LFDA features was found as 62.9%, the best SLCCA counterpart obtained was 63.5 (z-Norm, RBF kernel, C=0.2).

Next we issued another set of experiments using 5 highest ranking features from LLD based views with LFDA (5x130=650 features in total). The aim of this set of experiments was to choose an appropriate kernel and normalization method. Similar to preliminary experiments with CFS, we observed that z-norm with RBF kernel worked better than other combinations. See Fig. 3 and Fig. 4 for the effect of normalization on Linear and RBF kernels, respectively. We finally chose z-Norm along with RBF kernel, where the C parameter ranged from 0.1 to 50 with roughly double increments and \( \gamma = 0.0005 \) as stated before. The number of selected features per view ranged from 10 to 30 with a step of 5 (max features per view is 54). The best results of the two methods are given in Table 2. The best overall results are achieved using SLCCA-Filter with 15 features per view (C=0.1). We observe that most of the results are either better or on par with the challenge baseline on development set (67.2% UAR).

Table 2: Best RBF SVM Performance of multi view SLCCA-Filter and LFDA-Filter for varying number of features per view

<table>
<thead>
<tr>
<th>Method</th>
<th>SLCCA</th>
<th>LFDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Feats</td>
<td>C</td>
<td>UAR(%)</td>
</tr>
<tr>
<td>---------------</td>
<td>----</td>
<td>--------</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>67.1</td>
</tr>
<tr>
<td>15</td>
<td>0.1</td>
<td>69.4</td>
</tr>
<tr>
<td>20</td>
<td>0.1</td>
<td>68.5</td>
</tr>
<tr>
<td>25</td>
<td>2</td>
<td>68.9</td>
</tr>
<tr>
<td>30</td>
<td>2</td>
<td>66.2</td>
</tr>
</tbody>
</table>

Finally, we used the best hyper-parameter/method setting to predict the test set. We reached a UAR of 74.16%, beating the test set baseline 71.9%. We further ranked groups of multi-view selected features using minimum Redundancy Maximum Relevance Filter from [11]. On development set, we obtained the best performance using 1845 features of first 123 views. These relatively slightly refined set of features increased the UAR performance to 75.35% on challenge test set.

5. Conclusions and Outlook

In this study we examined the filter capability of the discriminative projections specifically Local Fisher Discriminant Analysis and Samples Versus Labels Canonical Correlation Analysis. We also proposed the use of domain knowledge to partition the acoustic feature set into views so as to divide and conquer the data. Using a multi-view approach in feature selection helps avoid the so called irrelevant redundancy, hence allows higher generalization. We show that multi-view setting provides superior scores against its single-view counterpart. Moreover, utilizing the projection matrices for feature selection is found to generalize better to unseen data than the projection itself. Combining the multi-view approach and the proposed feature selection method we obtain 75.35% UAR on the Physical Sub-challenge. The study can be extended using kernel trick for both statistical methods.
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