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1. ABSTRACT 3. RESULTS

Identificat_ion of high affinity drug-tgrget Interactions (DTA) Is a major research BindingDB (pK,) [2] KIBA Kinase (KIBA score) [3]
guestion in drug discovery. In this study, we propose a novel methodology to

predict drug-target binding affinity using only ligand SMILES information. 490 tTrgets 229 ta}lkrgets
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We represent proteins using the word-embeddings of the SMILES

representations of their strong binding ligands. Each SMILES is represented In
the form of a set of chemical words and a protein is described by the set of
chemical words. We then utilize the XGBoost algorithm to predict protein - drug
binding affinities for two benchmark datasets.
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2 . M ETH O DS Table 1. DTA performance comparison for BindingDB dataset (5 fold cv)

SMILESVec: Distributed ligand representation [1] --

Cocl-:.:CkC
< ) KronRLS [4] Pubchem 0.814 0.939
SMILES COC1=C(C=CC(=C1)C=0)0
CORPUS PubChem SMILES SimBoost [5] S-W Pubchem 0.853 0.485

~2M L
N Vector
— — O ae®®  iesved) DeepDTA[6]  CNN CNN 0.873  0.409

., 3-layer neural
XGBoost [7] DeepSMILESVec * DeepSMILESVec 0.857 0.482

networks
based learning

‘ 100 — dimensional Table 2. DTA performance comparison for KIBA dataset (5 fold cv)

real valued embeddings
— --

SMILESVec = vector(ligand) = 2k=12corwordi) KronRLS [4] Pubchem 0.782 0.411

n

THIDF

n,number of chemical words

SimBoost [5] S-W Pubchem 0.836 0.222

SMILESVec-based protein representation DeepDTA [6] CNN CNN 0.863 0.194

protein: NDM-1 B-lactamase XGBoost [7] DeepSMILESVec * DeepSMILESVec  0.833 0.230
TFIDF

interacting ligands: ZZ7 (ampicillin), X8Z (L-captopril)
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CIC@HI(CSIC(=O) With this study, we proposed a novel approach to predict drug-target binding affinity by
representing proteins with the chemical words of their high affinity ligands.

We were able to predict drug-target binding affinity using only SMILES strings without
using any protein sequence or structure information.

We suggested two important modification to SMILES-based protein representation As expected, using only the high affinity ligands in the protein representation yielded a
to enhance drug-target binding affinity prediction performance: better performance than using all available or tested ligands.

1. Considering only strong-bindings 2. Using Term Frequency — Inverse
ligands Document Frequency (TF-IDF) weighting
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