
    DeepDTA:  

deep drug-target binding affinity prediction 

                Hakime Öztürk1, Arzucan Özgür1 and Elif Ozkirimli2  

 Departments of { 1 Computer Engineering, 2 Chemical Engineering }, Boğaziçi University, İstanbul, Turkey 

                                { hakime.ozturk, elif.ozkirimli, arzucan.ozgur } @boun.edu.tr 

 The major contribution of this study is the presentation of a novel 

deep learning-based model for drug - target affinity prediction that 

uses only character representations of proteins and drugs.  

 

 By simply using raw sequence information for both drugs and 

targets, we were able to achieve similar or better performance than 

the baseline methods that depend on multiple different tools and 

algorithms to extract features. 
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Introduction 
The identification of novel drug-target (DT) interactions is a 

substantial part of the drug discovery process. Formulating the DT 

prediction as a binding affinity prediction problem brings in the 

advantage of predicting an approximate value for the strength of 

the interaction between the drug and target  

 

 

 

 

 

 

 

 

 

 

 

We propose to predict drug-target binding affinity by using raw 

compound SMILES and protein SEQUENCE with a deep-learning 

based approach. 

CC1(C(N2C(S1)C(C2=O)… 

KIBA Kinase (KIBA score) [2] 

442 targets  229 targets  

6
8

 d
ru

g
s
  

2
1
1
1

 d
ru

g
s
  

Davis Kinase (pKd) [1] 

MELPNIMHPVAKLSTA…  

+ = 

PDB (3Q6X) 

    Ki/Kd/IC50 

Davis (pKd  value) KIBA (KIBA score) 

0,871 0,872 0,878 

0,661 
0,709 0,714 

0,407 

0,644 0,63 

0,379 0,282 0,261 

KronRLS SimBoost DeepDTA

Davis dataset 

CI AUPR r2m MSE

0,782 
0,836 0,863 

0,635 

0,76 0,788 

0,342 

0,629 0,673 

0,411 

0,222 0,194 

KronRLS SimBoost DeepDTA

KIBA dataset 

CI AUPR r2m MSE

 We compared the performance of CNN-based DeepDTA with tw state-

of-art approach in drug-target binding affinity prediction that we refer to 

as KronRLS [3] and SimBoost [4].  

 We used  a model that combines Convolutional Neural Networks 

(CNN) to learn high-level representations from protein sequences 

and drug SMILES strings and fully connected layers to predict 

binding affinity.  

Conclusion 

 For Davis dataset we used pKd value of 7 as threshold and for KIBA 

dataset we used the threshold KIBA value of 12.1 to compute AUPR. 

  

 DeepDTA outperformed both baselines on the KIBA data set with 

statistical significance (p-value of 0.0001 for both). The results suggest 

that both SimBoost and DeepDTA  are acceptable models for affinity 

prediction in terms of r2
m value. 
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