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Abstract. In this paper, we focus on feature coverage mdicised for feature

selection in the text classification domain. Twdealative policies are

discussed and compared: corpus-based and class-belsetion of features.

We make a detailed analysis of pruning and keyvesidction by varying the

parameters of the policies and obtain the optirsabe patterns. In addition, by
combining the optimal forms of these methods, wappse a novel two-stage
feature selection approach. The experiments onetlimdependent datasets
showed that the proposed method results in a titatlg significant increase

over the traditional methods in the success rdtésecclassifier.

1 Introduction

Text classification, which is a sub-domain of cifisation and has been subject to
active research for many years, is a learning vetsére pre-defined category labels
are assigned to documents based on the likelihogdested by a training set of
labeled documents.

There exist several research topics related to d¢kdsification that have been
extensively studied in the literature, such asrti@hine learning scheme used for
classification, feature representation, generatiegv feature types (syntactic or
semantic features), feature selection, performaneasures, etc. In this paper, by
using the well-known and the state-of-the-art méthon most of these topics, we
mainly focus on the feature selection and featilterihg process and propose a novel
two-stage feature extraction approach. Basicabyue selection aims at eliminating
unimportant and uninformative features using sotaéissical ranking techniques in
order to reach more scalable and accurate solutions

In traditional studies, all available words in thecument set were used as features
instead of limiting to a set of keywords and sati$hry results were obtained [8].
Some studies even stated that using all the wealdsl to the best performance and
using keywords may be unsuccessful without optipsahmeter tuning [1,3]. On the
other hand, some studies reveal that feature gmbetay improve the performance in
terms of accuracy and scalability with a significaat in the solution vector size [4].
There are different types of feature selection enm@ntations: Filter methods
determine a ranking among all features with resgecsome statistical metrics,
wrapper methods use classical artificial intelligentechniques (e.g. greedy hill
climbing) with cross validation, and embedded mdthemploy a linear prediction



model for optimization [4]. Among them, filter meiths are the simplest (in terms of
implementation) and the most scalable ones for ¢tadsification problems having
large feature spaces.

There are various types of feature selection metraed in the text classification
domain, such as chi-square, information gain, ftf-gdids ratio, pruning, probability
ratio, document frequency, and bi-normal separa@ancerning these metrics, there
exist many studies analyzing and comparing theifopmances [3,15], combining
them based on specific measurements [14], and phogosupervised and
unsupervised selection algorithms [2,13].

The main concern of this paper is not the analysisxtension of these methods
and metrics which has already been discussed ity neent studies. Instead, we deal
with the coverage policy employed during the featsgelection process: corpus-based
and class-based feature selection approaches afgzed using the appropriate
metrics. The corpus-based approach uses the samueirefe vector for the
discrimination of all the classes by selecting trfiftom the whole corpus as global
keywords and thus favors the prevailing classesthi@nother hand, the class-based
approach uses a distinct feature vector for eaa$sdby considering the document set
of each class separately, so that rare classesepresented equally well as the
prevailing classes. In this work, we use two akéiire selection approaches within
these coverage policies. The first one is corpsedgruning that takes into account
the total frequencies of the terms in the wholeaskett and filters the less frequent
ones. The second one is class-based tf-idf (teequéncy - inverse document
frequency) metric that focuses on the frequencfeheterms in the documents of a
class and favors those terms that do not commardyiran other classes.

Corpus-based feature selection is the traditiopar@ach used in classification
problems: filtering the rare features that occsslthan a threshold value is a classical
usage of corpus-based selection [11]. As an altem#o the corpus-based approach,
class-based feature selection aims at identifyingoirtant features for each class
separately. A related study covers several feasebkection metrics for text
classification using support vector machines (SVg) While this study makes
extensive use of class-based features, it also mmemclude an explicit comparison
of the two approaches. A direct comparison betwhese approaches was performed
with the Reuters dataset by using the tf-idf mdft2]. In that work, optimal results
were obtained around 2000 terms and the class-tmgadach yielded significantly
more successful results than the corpus-based agiprespecially with the macro-
averaged F-measure. Reuters is a highly skewedatato it is an expected result for
macro-averaged performance to be much more affdntettie class-based coverage
of the terms. [15] proposes a new metric named ilsnaclass popularity for class-
based feature selection. They aim at taking twaeissabout feature selection into
consideration, which are the skewness of a datasetthe global importance of a
term. Experiments on three datasets showed moreessitl results than other
classifiers for class-based feature selection.niotlger study, a scalable architecture
was proposed and class-based results were givéredReuters dataset [7].

In this paper, we compare the class-based and sdgsed feature selection
approaches using three datasets having differearacteristics. The main motivation
in the paper is not only making a comparison ok¢hpolicies, but also analyzing
their optimal usage patterns and combining thesdems to obtain higher



classification performances. In this respect, wappse a two-stage feature selection
approach that combines corpus-based pruning arsd-bksed tf-idf filtering.

2 Proposed System

2.1 Datasets

In this work, we use three well-known datasets frdbra UCI Machine Learning
Repository: Reuters-21578 (Reuters), National Seidhoundation Research Award
Abstracts (NSF), and Mini 20 Newsgroups (MiniNgZ8). These datasets have
different characteristics which may be critical five classification performance.
Skewness is one of the key properties of a dathaets defined as the distribution of
the number of documents over classes. A datasdhdnav low skewness factor
indicates that it is a balanced dataset with apprately the same number of
document samples for each class. Allowance of pialtclasses for documents
(indicating that a document may belong to more thaa topic), document length
(e.g. short abstracts or long news articles), gpliportions (training and test sets),
formality level (e.g. formal journal documents ofdarmal internet forum messages)
are other properties of datasets.

In the experiments, we use the standard splitshef Reuters and MiniNg20
datasets. For NSF, data related with year 2001 sedacted randomly and five
sections (four sections for training and one sechiv test) were picked out from this
year. We form five different splits, repeat all tlests with these five cross folds, and
take their average as the final result.

2.2 Preprocessing, Document Representation, and Term Weighting

For the preprocessing of the documents, we perfairthe standard preprocessing
operations such as removal of non-alphabetic ckera@nd mark-up tags, case
folding, elimination of stopwords, and stemming. \W&e the Smart system stoplist
for the removal of stopwords (ftp://ftp.cs.cornedlu/pub/smart) and the widely-used
Porter stemmer for extracting the root words.

The bag-of-words (bow) form is accepted as the Estpand the most successful
approach for document representation in text diaasion problems. In this standard
approach, only the words in the documents are dersil as features in the machine
learning algorithm used for classification. Usingnachine learning algorithm with
these basic features with training and test datahés direct, fundamental and
conventional architecture for text classificationigems [10].

As the term weighting approach, we use the tf-idftno which is a simple
measure that takes the term frequencies into atcand that decreases the
importance of terms common to the entire datasetdryg the document frequencies
[10]. For the optimized tf-idf calculation, eachadonent vector is normalized so that
it is of unit length to account for documents dfetient lengths.



2.3 Machine Learning Algorithm

Several studies have compared the performancesifigresht machine learning
approaches and in general SVM with linear kerne$ whown to yield successful
results [3,6,12]. For the fundamental challengehéntext classification domain (high
dimensionality, sparse instances, separability lakses), SVM provides efficient
solutions by being more immune to the overfittingblgem, using an additive
algorithm with an inductive bias that suits probtewith dense concepts and sparse
instances, and employing a basic linear separatiodel that fits the discrimination
of most of the classes [9]. Based on these podispects and its success in previous
studies, we decided to use SVM with linear kerrsethe machine learning module in
this work.

2.4 Feature Selection

As stated in the first section, the main motivatiothis paper is focusing on both the
corpus-based and class-based feature selectiomagh@s and combining them in
such a way that will increase the classifer's permce. On the one hand, for corpus-
based feature selection, we apply pruning (filiglow-frequency terms) to the whole
dataset and perform an analysis for the optimahipgulevel using seven different
levels between 2 and 30. In the literature, usualiyarbitrarily selected and small
value (e.g. 2 or 3) has been used for this purpOsethe other hand, we examine
class-based feature selection based on tf-idf (whicsuperior to corpus-based tf-idf
as mentioned previously) by extracting a numbeahefmost informative keywords in
each class. We experiment with five different numtiekeywords between 250 and
4000 to determine the optimal number of keywordsthe rest of the paper, we will
refer to these two steps as (corpus-based) pruaimd (class-based) keyword
selection, respectively. Finally, by analyzing thsults of these filtering and selection
processes and by extracting parameters corresppialithe optimal performances in
these experiments, we derive an additional stagé ¢cbmbines the corpus-based
pruning with the class-based keyword selection.

2.5Methods

We basically implement four main approaches in thiwk: all words (AW), all
words with corpus-based pruning (AWP), all wordsthwclass-based keyword
selection (AWK), and two-stage feature selectiothwioth pruning and keyword
selection (AWPK).

The AW method is the baseline method that usessthadard bow approach with
all the words in the feature vector. AWP considaltsthe words in the document
collection, but filters them by the pruning procdssthis method, the terms that occur
less than a certain threshold value in the whalimitng set are filtered. We name this
threshold value as thguning level (PL). PL=n (n>1) indicates that terms occurring
at leastn times in the training set are used in the solutieator while the others are
ignored. Note that PL=1 corresponds to the AW nefife. no pruning). We perform



parameter tuning by analyzing different valuesdach dataset to reach the optimal
PL values for the AWP method. We conduct experisienith different pruning
levels between 2 and 30: 2, 3, 5, 8, 13, 20, and 30

In the AWK method, distinct keywords are selecteddach class. This approach
gives equal weight to each class in the keywordcsiein phase. We experiment with
five different number of keywords (250, 500, 102000, and 4000) and compare the
results with AW that includes all the words as fiee$ in the solution vector. The
AWPK method is designed as the optimal combinabibAWP and AWK by varying
the pruning level and the number of keywords patarse The parameter values that
yield the best results in the underlying methodsused for the AWPK experiments.

3 Experiments and Results

Based on the approaches discussed in the previecsors in this section we
determine the optimal parameter values (pruningllemd number of keywords) for
the methods in all the datasets. The experiments exaluated and the methods were
compared with respect to micro-averaged F-meaddie@F), which is an average of
the success rates of the documents, and macroggeeFameasure (MacroF), which
is an average of the success rates of the catsdafig

3.1 Pruning Level Analysis- AWP

In this experiment, the AWP method was implementétl several PL values (PL=1
corresponds to AW) for the three datasets. Talsbdlvs the feature number and the
MicroF and MacroF success rates for each prunivgl.l& he first column of the table
indicates the method and the value of the PL paemmseparated by comma. As can
be seen, the pruning process improves the sucats®f the classifier and the best
results (high accuracies with low feature numbeasd obtained around PL=13
consistently in all the three datasets with twdedént performance measures. By
following the generalization that words occurrirggd than 10-15 times in a dataset
are most probably not a good indicator for the sifastion of texts [11], we set
PL=13 in the pruning-based experiments. This raaditates that the usual belief in
the literature that a pruning level of 2-3 suffitesliminate uninformative terms does
not hold.

Reuters NSF MiniNg20

Method, Feature# MicroFMacroF Feature# MicrofMMacroF Feature#MicroF MacroF
Parameter

AW 20292 85.58 43.83 13424 64.46 46.11 30970 46.43.44
AWP,2 12959 85.55 43.84 8492 64.41 46.21 13102 349.47.13
AWP,3 9971 85.52 43.93 6328 64.62 46.42 9092 49.67.19
AWP5 7168 85.51 44.56 4528 64.86 46.49 6000 51.28.52
AWP,8 5268 85.73 4491 3376 64.66 46.38 4169 52.48.90
AWP,13 3976 85.84 44.85 2478 64.58 46.49 2863 53.62 51.02
AWP,20 3046 86.02 4455 1875 64.23 46.67 2025 53.38.02
AWP,30 2237 81.29 43.59 1419 63.84 46.21 1384 52.89.46

Table 1. AWP Success Rates (Optimal Results Shown in Bold)



3.2 Class-based Keyword Selection Analysis- AWK

In this experiment, the performance of the AWK noelthvas analyzed using different
keyword (feature) number parameters. The resutshown in Table 2. The success
rates for AW are also included in the table for panison.

Reuters NSF MiniNg20

Method, MicroF  MacroF MicroF MacroF  MicroF  MacroF
Parameter

AWK,250 83.69 51.15 62.04 49,51 56.65 55.72
AWK,500 84.71 50.92 62.92 49.31 56.16 55.01
AWK,1000 85.16 51.72 64.69 49.33 53.68 52.17
AWK ,2000 85.58 52.03 65.19 49.31 54.04 52.10
AWK ,4000 85.84 52.10 65.71 49.35 55.25 53.73
AW 85.58 43.83 64.46 46.11 46.42 43.44

Table2. AWK Success Rates (Optimal Results Shown in Bold)

In general, the AWK method with number of keywolitween 2000 and 4000
increases the success rates in all the datasefsacednto the AW method. Therefore,
we can conclude that using a specific set of kegw&dor each class gives more
successful results than using all the words irféhgure vector.

When we analyze the results of AWP and AWK togethee see that the
improvement of AWP over AW is explicit in the bataa dataset (MiniNg20) while
there is less improvement in the skewed datasetsité®s and NSF). On the other
hand, the improvement of AWK over AW is more siggaht than that of AWP in all
the datasets. This performance increment is mgpécixin the MacroF measure. In
corpus-based approaches documents of rare clessdstd be more misclassified
since the words of prevailing classes dominate féksture vector. The MacroF
measure gives equal weight to each class in detergiithe success rate of the
classifier. Thus, especially for highly skewed data, when the rare classes are not
represented well with the selected features, aeedadgorrect classifications for rare
classes drops dramatically. This is the case ftr BoV and AWP in skewed datasets
that use a common set of features for all the emsklowever, with class-based
keyword selection, since each class has its ownvéeds during classification, rare
classes are characterized in a more successful 8@ywe observe a significant
success rate (MacroF) increase with the AWK methakewed datasets.

3.3 Two-stage Featur e Selection Analysis- AWPK

The AWPK method combines the optimal usage pattefnthhe AWP and AWK
approaches. Therefore, the parameters in the methemdhe pruning level and the
number of keywords. In this experiment, we use dpimal values of these
parameters determined during the previous anafgsesach dataset: pruning level 13
and number of keywords 2000 and 4000. The restdtgi@en in Table 3. The table
also shows the best performances of AW, AWP, andKA@f comparison.



Reuters NSF MiniNg20
Method,

MicroF MacroF MicroF MacroF MicroF MacroF
Parameters

AWPK 13,2000 86.40 53.95 66.06 50.11 57.43 55.66
AWPK, 13,4000 86.70 53.98 66.10 50.12 57.43 55.66

AW 85.58 43.83 64.46 46.11 46.42 43.44
AWP,13 85.84 44.85 64.58 46.49 53.62 51.02
AWK,2000 85.58 52.03 65.19 49.31 54.04 52.10
AWK,4000 85.84 52.10 65.71 49.35 55.25 53.73

Table 3. AWPK Success Rates (Optimal Results Shown in Bold)

As can be seen in the table, the two-stage featleztion approach outperforms
the previous approaches. Selecting the best 2000-k8ywords for each class with
an initial pruning step significantly improves thest performances of AWP (with
PL=13) and AWK (with 2000-4000 keywords) in all tHeee datasets. So, we can
conclude that the incremental effect of corpus-igseuning continues when it is
combined with the class-based tf-idf keyword sébectmetric. As a result, the
method proposed in this work, AWPK, yields the hestformance.

The significance of the results for the three mdthavere measured using the
statistical sign test. We observed that, in geneeslch method significantly
outperforms its predecessor method. In this seléé? and AWK are significantly
better than the standard benchmark method AW, atPR is significantly better
than both AWP and AWK. So, the most advanced methatlis study (AWPK) is
the optimal method with its two-stage feature s@ecanalysis.

3 Conclusions

In this paper, we focused on feature coverage ipsliecorpus-based or class-based
selection of features) used in the text classificatiomain. First, we analyzed the
performances of corpus-based pruning (AWP) andsdiased keyword selection
with tf-idf (AWK) separately. Then, determining thaptimal parameter values for
each method, we formed the AWPK method which isomhination of these two
approaches. To the best of our knowledge, thikasfitst work that combines class-
based and corpus-based feature selection in thelgssification domain.

A possible future work is applying the two-stagatiee selection approach to
more semantically-oriented text classification noely such as those using language
models, linguistic features, or lexical dependescimtegrating the concepts of
pruning and keyword selection into those methodsvasconsecutive steps may lead
to a higher classification performance.
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