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ABSTRACT Sentiment analysis studies in the literature mostly use either recurrent or recursive neural
network models. Recurrent models capture the effect of time and propagate the information of sentiment
labels in a review throughout the word sequence. Recursive models, on the other hand, extract syntactic
structures from the texts and leverage the sentiment information during training. There are only a few studies
that incorporate both of these models into a single neural network for the sentiment classification task. In this
paper, we propose a novel neural network framework that combines recurrent and recursive neural models
for aspect-based sentiment analysis. By using constituency and dependency parsers, we first divide each
review into subreviews that include the sentiment information relevant to the corresponding aspect terms.
After generating and training the recursive neural trees built from the parses of the subreviews, we feed their
output into the recurrent model. We evaluated our ensemble approach on two datasets in English of different
genres. We achieved state-of-the-art results and outperformed the baseline study by a significant margin for
both domains.

INDEX TERMS Aspect-based sentiment classification, ensemble neural network model, recurrent neural
networks, recursive neural networks, sentiment analysis.

I. INTRODUCTION
Sentiment analysis is the task of identification and quan-
tification of sentiments in reviews. This area is one of the
hottest topics in natural language processing (NLP) due to
its vast practical usage in social media, marketing, and polit-
ical analyses. Reviews are generally collected from popular
websites, such as eBay and Amazon, and are processed to
detect which products are favorable and which are not. Based
on the criticism in the reviews, companies supplying products
can ameliorate their products by allocating more resources to
development or increase the contentment of their customers
and the prestige of their brand.

Although, in general, a single review expresses a sentiment
towards an entity such as a product, service or political act,
it is also possible to make different comments towards dif-
ferent aspects of the entity in a single review. For instance,

The associate editor coordinating the review of this manuscript and

approving it for publication was Maged Abdullah Esmail .

in ‘‘I found the ambiance of the restaurant great overall;
however, the main dish was served a bit cold and lately.’’,
sentiments expressed for the aspects ‘‘ambiance’’ and ‘‘dish’’
are positive and negative, respectively. Hence, a finer analysis
than considering the review as including a single opinion has
to be made when performing sentiment classification.

When a review contains multiple aspects, the sentiment of
an aspect is likely to have an impact on the following aspects
as well. For example, in the sentence ‘‘I liked the taste of pizza
more than that of the chips.’’, it is seen that the negative sen-
timent of the aspect ‘‘chip’’ is expressed indirectly as per the
first aspect ‘‘pizza.’’ That is, the polarities of aspects are likely
to affect each other in a single review. Also, conjunctions
like ‘‘and’’, ‘‘also’’, ‘‘however’’, and ‘‘but’’ cause aspects to
share their sentiments with other aspects or influence the
sentiments of other aspects. In ‘‘The quality of the display of
this laptop is so sensational, so is the price thereof.’’, there is
a correlation between the sentiments of the aspects due to the
use of the conjunction ‘‘so.’’ To model this scenario, a study
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develops a recurrent neural network (RNN) framework using
such inter-aspect relationships [1].

Recurrent models like the above make use of the sequence
information in a series of objects. This helps propagate the
impact of the sentiments to the preceding or succeedingwords
in a text. However, these models lack the information of the
grammatical structures of texts. For instance, when a sentence
is parsed into its constituent tokens, the words in the same
subtree are expected to be semantically and syntactically
more similar to each other than those in the others. The
use of recursive neural networks can, therefore, be useful to
assign the same or similar sentiments to the words located
in the same subtrees of the parsed text. Incorporating this
structural and sentiment information captured by recursive
neural networks into other neural network structures, such
as recurrent models, can yield a more comprehensive and
robust framework. In this way, recurrent and recursivemodels
can compensate for what the other lacks when used in an
ensemble system.

In this paper, we propose a framework for the task of
aspect-based sentiment analysis [2]. To capture the senti-
ments of aspects, we combine recurrent and recursive neu-
ral network models. For the recurrent model, we use the
off-the-shelf framework [1] that uses gated recurrent units
(GRU). As for the recursive module, we develop novel ways
for extracting subreviews, which correspond to aspect term
groups, from reviews. These subreviews are obtained in such
a way that each is modified by exactly one sentiment. Each
subreview is treated as a separate review and trained using
recursive neural networks. The root sentiment embedding
from each subreview is obtained in a distant-supervised
manner, which corresponds to the embedding of the related
aspect. These embeddings are then fed into the recurrent
model as input.

We evaluate our novel ensemble approach on two datasets:
restaurant and laptop datasets of SemEval-2014, Task 4.
We outperform the baseline study [1] by a significant mar-
gin. Using only the recurrent module cannot capture senti-
ment information effectively. The recursive module generates
the ‘‘optimal’’ sentiment root vectors of the subreviews and
we merge them with the corresponding aspect component
embeddings in the recurrent network. By adding a recur-
sive model to the overall model with a distant-supervised
approach in an original way, we increased the success rates
by 1.6% on average for both domains. The source code is
publicly available.1

Our research objective in this study is to enhance the
success rates for aspect-based sentiment analysis (ABSA).
To reach this goal, we address the following research ques-
tions. Can recurrent neural networks be enhanced by incor-
porating distant sentiment information? Can recurrent and
recursive neural network models be merged? If yes, what
is its effect? Why do such ensemble methods outperform
those modeling only one of its subcomponents? Can reviews

1https://github.com/cemrifki/sentiment-recnn-rnn-ensemble-IARM

be consistently partitioned into subreviews using syntactic
parsers so that each subreview holds only one relevant sen-
timent expressed towards the aspect(s) therein? Does utiliz-
ing dependency parsers outperform the use of constituency
parsers in aspect-based sentiment analysis, and, if yes, why?

The rest of the paper is organized as follows. Section 2
presents the existing works on aspect-based sentiment analy-
sis, recurrent and recursive neural networks, and their ensem-
ble forms used in this classification task. We describe our
models in Section 3. Section 4 explains the datasets and the
experimental results, and discusses the main contributions of
the proposed approach. In Section 5, we conclude the paper.

II. RELATED WORK
Sentiments can be extracted from reviews by utilizing
knowledge-based techniques, statistical methods, or their
hybrid combinations [3]. There is a large number of studies
that use either recurrent or recursive neural network models
for the sentiment classification task. However, only a few
works employ ensembles of these models. There is also
a body of literature which utilizes rhetorical structure for
ABSA or which combines ontology-based approaches with
deep learning.

In this section, we review these works in separate subsec-
tions based on the underlying neural models and structures
to make them more readable. Since we evaluate the proposed
approaches on SemEval-2014, Task 4 datasets, we first give
an overview of the approaches used in this shared task. Before
the review of the methods and the shared task approaches,
we briefly touch on a few deep learning-based aspect extrac-
tion works and word representations used in sentiment anal-
ysis.

Aspects can be detected separately from sentiments or they
can be learned in a joint model [4]. Poria et al. [5] extract
aspects using a 7-layer deep convolutional neural network
(CNN). They make use of features like word vectors and
part-of-speech tags, and also a set of linguistic patterns.
In [6], aspect representations are generated by capturing
the semantic meaning of opinion targets. The authors use a
long short-term memory (LSTM) model with an attention
mechanism that incorporates syntactic information into the
model as well. Another study based on an attentional LSTM
network [7] extracts aspects and their sentiments by using
both target-level and sentence-level attention. Commonsense
knowledge is also incorporated into the system for the senti-
ment classification task.

There exist some studies that aim at building sentiment-
aware word vectors and using these embeddings for senti-
ment analysis. A study [8] generates vectors for sentiment
analysis using unsupervised and supervised methods. The
unsupervised approach uses a combination of corpus-based
and lexical-based features and applies singular value decom-
position (SVD). The proposed approach is cross-domain and
portable to other languages as well. In [9], sentiment knowl-
edge is encoded into word embeddings using a CNN model
and external sentiment lexica. Reference [10] uses emojis
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as features and builds a bi-LSTM (bi-directional LSTM)
neural network to learn sentiment basedword vectors. In [11],
contextual information and supervised scores of words are
taken into account to learn word embeddings. Another study
employs a random walk algorithm in a semi-supervised man-
ner to generate domain-specific polarities [12]. When vectors
built by the SVD method are used rather than word2vec
embeddings, they achieve better performance.

A. SemEval-2014, TASK 4 - ASPECT POLARITY DETECTION
SemEval-2014, Task 4 consists of four subtasks: aspect term
extraction, aspect term polarity detection, aspect category
extraction, and aspect category polarity detection. In this
study, we focus on only aspect term polarity detection using
the laptop and restaurant datasets published in the shared
task [2]. 26 teams participated in this subtask. Among these,
the two top ranking teams [13], [14] used a support vec-
tor machine (SVM) classifier. These studies both extract
features, such as parse-trees and n-grams, and feed them
into the classifier. Kiritchenko et al. [13] employ private
sentiment lexica. One of these is an in-domain sentiment
lexicon generated from the Amazon laptop reviews dataset.
They also utilize out-of-domain sentiment lexicons, which
are large-coverage tweet sentiment lexica and three manually
curated sentiment lexica. Wagner et al. [14] employ public
sentiment lexica. Some words are manually filtered out from
the lexicons by the researchers. They also add some words
manually to these lexica to adapt them into the laptop and
restaurant domains. In our work, we rely on neural network
models instead and not on hand-crafted features. We do not
employ comprehensive feature engineering techniques. None
of these 26 teams combine two types of neural networks as
we do.

B. RECURRENT NEURAL NETWORK MODELS
In sentiment analysis, a large number of studies use recurrent
neural networks due to their ability to model sequence data.
As stated above, the sentiment of a word can affect those of
the succeeding or preceding words. Two of the most widely
used recurrent models are LSTM and GRUs [15].

The study we use as the baseline in this paper [1] performs
aspect-based sentiment analysis using inter-aspect relations.
The paper aims at finding the polarities of the given aspects
and assumes that the sentiment of each aspect propagates
through the text. For each aspect group, the average of aspect
word embeddings is taken and a bi-directional GRU model
is employed using these embeddings for each aspect group
in the review. In our work, we use this recurrent model and
enrich it with a recursive component for each aspect group.
We, thereby, enhance the model by capturing the sentiment,
syntactic, and additional semantic information contained in
the reviews.

In [16], a recurrent attention mechanism is employed
for aspect-based sentiment classification. The authors use
position-weighted memory and recurrent attention memory
to predict the sentiment of the target aspect. They thereby

outperform the baseline studies by a significant margin for
two domains. Arras et al. [17] extend the usage of layer-wise
relevance propagation to recurrent neural networks. They
apply a specific rule for propagation on connections of recur-
rent neural networks. They perform five-class sentiment clas-
sification and outperform the baseline gradient-based related
approach. Another work [18] describes a model where aspect
representations are merged with those of their contexts using
each other’s attention mechanisms in a recurrent network
framework. In [19], sentiment classification is performed
for Spanish tweets. They incorporate information from the
sentiment lexicon into an LSTMmodel. In our work, we also
make use of sentiment lexicon information, but in a differ-
ent manner. Instead of appending sentiment scores from the
lexicon to the word embeddings, we instead use this infor-
mation only when we train our recursive models employing
constituency and dependency parsers. Baziotis et al. [20]
use a 2-layer bi-directional LSTM model for message-level
sentiment detection. They add an attention mechanism on top
of the last layer. They also employ a Siamese bi-directional
model to detect topic-level sentiments. The system proposed
ranked first in SemEval-2017, Task 4 ‘‘Sentiment Analysis in
Twitter.’’

C. RECURSIVE NEURAL NETWORK MODELS
Different from recurrent networks, recursive neural networks
can capture the syntactic structure or other types of rela-
tional structures within the text. They can be used, therefore,
to generate more representative models of reviews in the
sentiment analysis domain. In [21], a constituency parser is
used to decompose a review into its constituent chunks using
the Stanford sentiment treebank. Each node in the tree is
given a sentiment label score, ranging from 0 (very nega-
tive) to 4 (very positive) in increments of 1. While training
those trees, vectors at the nodes are updated with respect
to sentiments. The trees model the sentiment structures of
reviews in a finer way compared to the bag-of-words (BOW)
or n-gram techniques, because they also take into consid-
eration sentence components like conjunctions (‘‘however’’,
‘‘although’’, etc.), while generating the parse trees. Such con-
structs can help shift the sentiment expressed in a subclause
of the review. We use this approach in the constituency parser
component in the proposed recursive model. In addition,
we extract aspect term groups from the constituency parse
trees in a novel way.

In contrast to the above-stated study that uses a con-
stituency parser, [22] employs a dependency parser for the
sentiment classification task. The proposed approach is espe-
cially fine-tuned for morphologically rich languages, such
as Polish and Turkish. They carry out a three-class senti-
ment prediction task by training embeddings at each node in
the dependency tree. A model described in [23] coextracts
aspects and opinions. The authors employ both recursive neu-
ral network models and conditional random fields (CRF), and
achieve state-of-the-art results. Their model leverages dis-
criminative features and information is propagated between
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related opinions and aspects using a dependency parser.
They also incorporate hand-crafted features into the frame-
work to boost the performance. Another study [24] per-
forms aspect-based sentiment analysis using the SemEval
datasets. They combine constituency and dependency parsers
by defining a subset of rules. They first convert depen-
dency trees into phrase dependency trees. They then generate
target-dependent binary phrase dependency trees. That is,
they extract opinions from these original trees by training
the model for target aspects. In our work, we also use con-
stituency and dependency parsers, but we do not merge their
outputs. We instead train and evaluate them separately. Also,
our models extract aspect term groups and we define different
and aspect-specific recursive submodules unlike them.

D. RHETORICAL STRUCTURE MODELS
While constituency and dependency parsers can capture the
syntactic and semantic meanings of documents and encode
this information in determining the overall sentiment, they
can function only on a sentence basis. When a review con-
sists of more than one sentence, rhetorical structures can
generate the grammatical model more comprehensively and
effectively. In these structures, the most important parts of
text are defined as nuclei, whereas satellites contribute to the
nuclei and are considered secondary. Hoogervorst et al. [25]
use rhetorical structures in their study, in which polarity
scores are assigned to words utilizing sentiment lexica. They
weigh nucleus spans more heavily when determining the sen-
timent of the review and employ a genetic algorithm to find
the optimal weights in this structure. Heerschop et al. [26]
employ the ‘‘Sentence-level PArsing for DiscoursE’’ parser
for computing rhetorical structure theory (RST) to perform
sentiment analysis at document level. They state that some
rhetorical relations have more importance in the sentiment
classification task. They discuss that some of these relations
(e.g., contrast relation) may contribute a negative weight,
helping shift the overall sentiment of the document. RST
is applied to sentiment classification in another study [27],
in which polarity lexica are used and the propagation of
sentiments across sentences and paragraphs is modeled. They
make use of the ‘‘HIgh-Level Discourse Analyzer’’ in their
study when carrying out the sentiment classification task at
document level. Taboada et al. [28] determine the polarities
of words using point mutual information via search engines.
On- and off-topic sentences are extracted by employing
an SVM classifier and these are subjected to a weighting
scheme. They handle negation and take into account inten-
sifiers and downtoners as well. They use a decision tree
algorithm for sentiment classification.

E. ENSEMBLE MODELS
In ensemble approaches, two or more models are combined
such that some of the models compensate for what the others
lack. In [29], a CNNmodel over the word embedding layer is
used. As the topmost layer, a recursive LSTM model relying
on a constituency parser is utilized. The intuition behind this

approach is that the CNN layer captures the context informa-
tion per word and convolves it into a single vector. Then, these
vectors are fed as input leaves into the recursive model. Feed-
ing these embeddings into the constituency parser model’s
leaf nodes boosts the performance. The authors evaluate the
methods on the Stanford Sentiment Treebank (SST). In our
work, we instead first employ recursive neural network mod-
els to decompose a review into subreviews per aspect term.
Then we feed the root embeddings of each subreview into
the GRU model. In a study [30], a bi-directional LSTM
model is applied before the CNN model is trained (R-CNN)
and also in the other direction (C-RNN). They merge both
of these architectures (i.e., R-CNN and C-RNN) with a
technique named as ‘‘fusion gates.’’ Accordingly, both local
contexts and temporal features are captured. In the work
of Minaee et al. [31], LSTM and CNN models are trained
separately and the average probability score of the outputs
of these modules is computed. The value 0.5 is chosen as
the cut-off threshold between negative and positive polarities.
This is different to our work, where the output of the recursive
network is fed as aspect sentiment embedding into the GRU
model. Chen et al. [32] perform sequence prediction, by first
applying a CNNmodel to capture the local information. Then
they obtain a vector for each review and feed this embedding
into every hidden node of the LSTM architecture per word.
They claim this work can be expanded to be used for the
sentiment classification task as well.

In addition to the ensemble models mentioned above, some
works combine ontology based learning with deep learn-
ing approaches. In [33], conceptual values, which are sen-
timent value (positive and negative), aspect mention (e.g.,
‘‘atmosphere’’ is linked to the concept ‘‘ambiance’’), and
sentiment mention (e.g., ‘‘cheap’’ in ‘‘cheap price’’ has a
positive connotation, whereas it expresses a negative senti-
ment in ‘‘cheap atmosphere’’) are taken into account. If these
conceptual models do not produce enough sentiment infor-
mation, bi-LSTMs are relied on. These capture the most
indicative words in the left and right contexts of the target
phrases. Another study [34] applies a similar approach using
bi-GRUmodel. Meskele and Frasincar [35] enrich this hybrid
approach by making use of CNN layers and regularization
parameters.

We summarize the related works covered in this section
in Table 1. We show only a subset of these studies in the
table to make the reader get a general overview. Most of
these works perform aspect-based sentiment analysis, which
is also the topic in this paper. All of the studies given in the
table evaluate their methods on datasets in English. We note
that, although the performances of the works are included in
the table, these ratios are not directly comparable since the
domains are different.

III. METHODOLOGY
In this study, we perform ternary aspect-based sentiment
classification, where the aspects can be positive, negative,
or neutral. We first subject texts to basic tokenization and
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TABLE 1. Summary of the related works. CML stands for classical
machine learning algorithms.

other preprocessing operations (e.g., lowercasing) using the
spaCy library [36]. We, thereafter, process the sentences by
generating aspect term groups using both a dependency parser
and a constituency parser. Lastly, we merge those two sub-
models into the novel proposed framework. In this section,
we first explain the baseline recurrent model briefly. Then we
describe the proposed recursive neural networkmodel and the
ensemble of these two models.

A. SUBMODEL 1: RECURRENT MODEL
In this model, we use the framework2 developed by the
study [1] that we use as baseline in this paper. This approach
uses inter-aspect relations in such a way that aspects can
modify the sentiments of the preceding or succeeding aspects.
We do not change the hyperparameters of this model to per-
form a comparative analysis. We integrate this model into our
recursive model in a novel way and obtain better performance
for two domains.

We give a brief overview of the baseline study. As input,
the GloVe embeddings [37] of the words in the text, includ-
ing the aspect terms, are used. In the module aspect-aware
sentiment representation (AASR), the context information is

2https://github.com/SenticNet/IARM

propagated across the text. In addition, an attention mech-
anism is used to determine and amplify the impacts of the
sentiments which modify the relevant aspects. This process
is repeated for every aspect term group so that its sentiment
affects those of the others. As a final classification task,
a softmax classifier is employed to determine the polarities
of the given aspects. In the study, a mechanism referred to as
multiple hops is also employed. Here, the hidden outputs of
the processed sentence are fed again as input into the system
several times, repeating the process. In this way, a finer
representation of aspects is obtained. The visual summary of
this approach is given in Figure 1.

B. SUBMODEL 2: RECURSIVE MODEL
Recursive neural networks are used to train models by tak-
ing the structures of texts into account. For instance, in the
sentence ‘‘I loved this movie!’’, the verb ‘‘love’’ expresses
a positive sentiment and it directly modifies the object
noun ‘‘movie.’’ In this way, we can capture the sentiment
and semantic information in the text more successfully and
saliently compared to other models such as feedforward neu-
ral networks, n-grams, or BOW. In this section, we describe
the constituency and dependency parser models developed
in this work. These models are combined with the recurrent
network model as will be explained in Section III-C.

1) CONSTITUENCY PARSER SUBMODEL
Constituency parsers build trees by breaking texts into
phrases. In opinion mining, parsing texts into chunks might
help organize sentiment information in amore structuredway.
For example, if a negation word (e.g., ‘‘not’’) occurs in a
phrase, it would shift the overall sentiment of that chunk.
A similar mechanism applies when a contrastive conjunction
(e.g., ‘‘but’’) follows a phrase. Modeling these structures
along with sentiment labels is reported to help obtain higher
accuracies [21].

In this model, we use the Stanford CoreNLP frame-
work [38] to parse texts into constituency chunks along with
sentiment labels. An example showing the structure of this
recursive neural tensor network is given in Figure 2. Here,
at every node of the tree, there is a sentiment class that can
be very negative (--), negative (−), neutral (0), positive (+),
or very positive (++). Those sentiments are determined by
the tool in a distant-supervised manner without relying on
annotated sentiment labels in the training dataset. As men-
tioned, this model can capture the negation and scope rela-
tions in the parsed trees.

Before feeding these trees into our recursive neural net-
workmodel, we extract aspect chunks. That is, for each aspect
term, we generate a subtree including the aspect term and feed
these subtrees separately into the model. The main intuition
behind it is that, in aspect-based sentiment analysis, different
sentiments may be expressed towards different aspects in the
same review. Hence, splitting reviews into subreviews with
respect to aspects can capture the relevant sentiments of the
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FIGURE 1. The architecture of the proposed approach in the baseline study. AASR stands for Aspect-Aware Sentence Representation. (Taken from [1].)

FIGURE 2. Example of a text parsed into its phrases along with their sentiment classes, ranging from very negative to very positive (--, −, 0, +, ++).

aspects and boost the performance for aspect-based opinion
mining.

Our novel approach to generating a subtree per aspect term
is as follows. We start scanning a tree from leaf terminals
that correspond to aspect termwords annotated in the training
data and go upwards. When we encounter a node whose
sentiment is not neutral, we assume that this word modifies
the relevant leaf aspect term(s) and cut the tree at that point.
That is, we take into account this node and all of its child

nodes for the corresponding aspect term. This becomes the
subtree representing the aspect term that lies at the bottom of
it. Thus, it is possible that different aspects can be assigned to
the same subreviews, as in the sentence ‘‘I loved the ambiance
and service overall.’’ In addition, we defined a few rules to
handle the negation. For example, if a negator appears at a
higher level than the node where we cut the tree as defined
above, we keep expanding the subtree until the negator node
and all of its children are included, and then cut the tree.
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In general, this is the case that the negators are at the higher
nodes than those words which are modified by them in con-
stituency trees. Finally, as mentioned, after generating these
subtrees, we train them as different subreviews in the classical
recursive neural network model [21].

We obtain a higher performance than the baseline when
splitting these reviews into subtrees for each aspect and
training them separately for the ensemble model. How-
ever, there is a deficiency in this model. Aspects in the
datasets used for ternary sentiment classification, such as the
SemEval-2014 datasets we use for evaluation, have three gold
sentiment labels, which are positive, neutral, and negative.
However, as mentioned, we stop expanding the tree per
aspect term in the bottom-up approach when we see a
node of positive or negative polarity. That is, we ignore the
fact that an aspect term can be neutral. Another point that
should be noted related to the constituency model is that
our rules sometimes fail in building meaningful subtrees.
We attribute this to the general incompetence of the con-
stituency parser which cannot perform as well as depen-
dency parsers. Relations are much more clearly and robustly
defined by dependency parsers in contrast to constituency
parsers. When using dependency parsers, subreviews are
generally connected to each other with specific relational
features. Therefore, we are more able to distill them from
the whole review. Constituency parser does not provide such
capability.

After generating the subreviews using the constituency
parser, we employ an open source recursive neural network
framework [39] to train these separately. To combat over-
fitting, we use a validation set. We set the maximum epoch
number as 30, since when we exceed this value, we always
observe overfitting.We treat the embedding length as a hyper-
parameter and tried out the values of 30, 50, and 100. The
vectors on the nodes encode the sentiment information at
every node in the tree and are updated during the training
phase. When the training phase is completed, we use the
root embedding of each subreview per aspect in the ensemble
model as will be explained in Section 3.3.

2) DEPENDENCY PARSER SUBMODEL
As stated above, constituency parsers can fail in generating
sensible aspect subtrees to be used in the ensemble form. It is
also reported in the literature that they, in general, perform
worse than dependency parsers in the sentiment classification
task [40]. Thus, we also make use of dependency parsers in
this work to extract sentiment vectors for aspect terms and to
leverage them later in our combined approach.

Dependency parsers connect words in a text by making use
of the binary relationships between them. Vertices in the tree
are words in the text and edges are labeled by the dependency
relationships. The source of an edge is the parent modifying
the child node. For example, in the sentence ‘‘There are slow
and repetitive parts.’’, the words ‘‘slow’’ and ‘‘repetitive’’
modify the word ‘‘parts.’’ This is visualized in Figure 3.
Here, the relationship ‘‘amod’’ stands for adjectival

FIGURE 3. Example of a text decomposed into its relationships.

modifier. In dependency trees, since a word can directly
modify another word, models using these parsers can cap-
ture the sentiment information more accurately compared to
constituency parsers. We use the spaCy library to decompose
a text into its dependency relationships.

As in the case of constituency parsing, we first generate
subreviews per aspect term using the dependency parser to
later feed them into our ensemble model. For this purpose,
we define a set of rules to decompose a dependency tree
into subreview trees. If the tag of a word is verb (such as
gerund, infinitive, or any type of verb) and the relationship
attached to it is clausal component or conjunction, this marks
the existence of a subreview. That is, all the children of a
verb that are linked through relationships other than those
two are recursively added to the corresponding subreview. For
instance, in the sentence ‘‘There are slow and repetitive parts,
but it has just enough spice to keep it interesting.’’, the word
‘‘are’’ is the main verb of the sentence. The second verb
‘‘has’’ is linked to it through the conjunction relationship.
Therefore, we cut the dependency tree at this point. Wemerge
all the children of the verb ‘‘are’’ except ‘‘has’’ (and its
children) recursively and generate a subreview. We apply
the same to the word ‘‘has’’ with respect to its children.
The resulting subreviews are therefore ‘‘There are slow and
repetitive parts.’’ and ‘‘But it has just enough spice to keep it
interesting.’’

After getting subcomponents per review, we filter out sub-
trees that do not contain aspects. Then we remove the pre-
ceding and succeeding redundant conjunctions (e.g., ‘‘and’’),
if any. We eliminate the punctuation marks at the begin-
ning and end of the subreviews as well. We instead add
the punctuation mark at the end of the whole review (e.g.,
‘‘!’’) to the end of every subreview to provide consistency.
If no conjunctions or clausal components occur in the review,
we assume that there are not any subreviews and the review
consists of a single sentiment. Nevertheless, a single subre-
view (subtree) may contain more than one aspect. Accord-
ingly, we obtain more meaningful subreviews following these
rules compared to those produced by the constituency parser.
An example that shows the subreviews generated by the
above-stated constituency and dependency parser algorithms
is given in Table 2. It can be seen that all the subreviews
generated are related only to the aspects therein for the depen-
dency parser algorithm. Also, only aspect-specific sentiments
expressed towards them are included in the relevant subtrees.
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TABLE 2. Sample reviews and the subreviews per aspect term generated using the dependency and constituency parsers. The underlined words are gold
aspect terms.

FIGURE 4. The text ‘‘The vibe is very relaxed and cozy, service was great and the food was excellent!’’ decomposed into its subreviews. Each
encircled part of the figure is a subreview.

However, as for the constituency parser algorithm for decom-
posing a review into subreviews, examples shown in the table
are not very consistent. For example, the words ‘‘French’’ and
‘‘gourmet’’ are considered positive by a polarity score of 3 by
the Stanford NLP library. Therefore, the bottom-up approach
for the constituency parser stops scanning the tree, when it
encounters these non-neutral words. That is, the tree is cut at
that point. The last review decomposed into its subreviews
is visually shown in Figure 4. Each encircled part of the
figure represents a subreview.

After extracting the subreviews within the reviews using
the dependency parser, we train the sentiment model. In this
neural model, each tree corresponding to a subreview is recur-
sively trained separately. We use an open source code reposi-
tory for this module [22]. We tweaked the parameters of this
framework a bit to adapt it to our datasets. In this approach,
as in the constituency parsermethod, there is a sentiment label
at each node. We use a sentiment lexicon [12] in which the
words are labeled as−1 (negative), 0 (neutral), or 1 (positive).
If a corpus word does not appear in this lexicon, we assign

the value 0 to it. We rely on this lexicon to assign sentiment
scores to each node in the dependency parser tree. Although
the labels used by the constituency parser module can belong
to one of five sentiments, performing coarser analysis for the
dependency parser provides us with a better performance in
the final ensemble approach as compared to the model using
the constituency parser. Using these labels, embeddings at
the nodes are trained in a recursive way. We again test with
different embedding sizes as 30, 50, and 100. We thereafter
feed the trained root embeddings per aspect into our ensemble
approach. We evaluated the performances of embeddings
with varying sizes separately, as we empirically show in
Section IV-C. As will be shown Section IV-C, the depen-
dency parser model outperforms both the baseline and the
constituency parser models by a significant margin.

In addition to this basic model, we also developed two
variants of it that make use of the gold sentiment labels of
the aspects in the nodes of the tree. In the first one, during
the training phase, the aspect term nodes on the leaves are
assigned the gold sentiment scores of the aspects, which can
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be −1, 0, or +1, rather than the sentiment values in the
polarity lexicon. During the testing phase, for an aspect term
in the text, the most frequently occurring sentiment label
of the term in the training dataset is used. In the second
variant, the sentiment label of the root node of the tree is
changed as the gold sentiment label of the aspect in the
tree. The intuition behind it is that the root embedding is
one of the most effective factors in the sentiment classifica-
tion task in our ensemble approach. During testing, a sim-
ilar majority voting scheme is employed as defined above.
However, these two variants of the basic dependency model
led to a worse performance although we made use of the
gold standard labels. We attribute this to the fact that the
sentiment structure in the test is disarranged when lexicon
and training labels are combined. For example, according to
the sentiment lexicon, the polarity score of a word in the test
dataset may be assigned the value 0. However, in the training
data, the most frequently occurring sentiment label might
be positive. Therefore, the score of +1 could be taken into
account for that word in the test dataset. That is, if we utilized
all the sentiment scores relying on the same source, which is
polarity lexicon, results are expected to be more consistent
and it would improve the performance. We observe this as
will be explained in Section IV-C.

C. ENSEMBLE MODEL COMBINING RECURRENT AND
RECURSIVE NETWORKS
The ensemble model combines the recurrent and recursive
models in a hierarchical way such that the output of the
recursive network is fed as input to the recurrent network.
As stated in Section III-A, the recurrent model is the same
as the baseline model [1]. On the other hand, the recur-
sive model is based on a novel approach that makes use of
subreviews and employs both constituency and dependency
parsers, separately. In this framework, the recurrent model
captures the temporal information by revealing the interplay
of polarities. The recursive model takes into consideration the
grammatical, semantic, and syntactic structure of the text at a
finer scope. Each of these models compensates for what the
other lacks. Hence, merging these neural models may give us
more information about the text and its sentiments expressed
towards its aspects. The proposed ensemble model is shown
in Figure 5. After the subreviews are extracted and trained by
the recursive model, the root embedding (hidden state at the
root node) obtained for each subreview (aspect) is fed into
the recurrent model. In the input of the recurrent network, for
each word, the word embedding and the corresponding aspect
and root embeddings are concatenated. We use the GloVe
vectors for the words and the aspect terms. If an aspect is
composed of two or more words, we take into account their
average vector.

The reason to utilize root embeddings in the ensemble
form is that the root represents the whole subreview and thus
can capture the sentiment and semantic information more
comprehensively than the intermediate nodes. Propagation
within the recursive neural network is affected mostly by the

TABLE 3. Details of the datasets used in this work.

polarity of the root word. When we compare the proposed
model with the baseline model, we note that the proposed
approach can encode the relevant sentiment information of
the aspects and incorporates it into the recurrent model using
inter-aspect relationships in a novel way.

IV. EXPERIMENTAL EVALUATION
In this section, we first describe the datasets used for the
aspect-based ternary sentiment classification task. We then
mention the hyperparameters we have chosen. Lastly,
we explain and discuss our experimental settings and results.

A. DATASETS
In this study, we evaluate our approaches on the two datasets
of the SemEval-2014 Task 4 competition.3 These two corpora
are composed of laptop and restaurant reviews. The data were
curated for aspect-based sentiment analysis in the sense that
the task is to determine the sentiment labels of the given
aspects. Each aspect has a positive, neutral, or negative gold
label. We summarize the datasets we used in Table 3. The
figures in the table denote the numbers of aspects of different
polarities in the corresponding datasets.

Since the datasets were already split into training and test
datasets, we did not perform cross-validation. In order to
combat overfitting in our recursive, recurrent, and ensemble
methods and to choose the optimal hyperparameter values,
we used 10% of our training dataset as the validation dataset.

B. HYPERPARAMETERS
We utilized three open source frameworks. The sets of hyper-
parameters used in these models are shown in Table 4. Two
of these are recursive neural networks training models sep-
arately on the outputs of the constituency and dependency
parsers. These neural models train the hidden state embed-
dings at each node of these recursive trees. The third one is
the recurrent neural network model, which is also used as the
baseline by itself in this study. We tested these models with
different sizes for hidden state vectors as 30, 50, and 100.
We obtained the optimal embedding size by using a validation
set and fed it as input into our ensemble approach. When
we choose the value 100 as the size of hidden embeddings,
we observe overfitting for both domains. For the depen-
dency and recurrent neural models, we feed the GloVe word
embeddings of length 300 at the bottom-most layer. However,
embeddings at intermediate nodes in the trees can be of vary-
ing sizes. For the constituency parser model, we learn leaf

3http://alt.qcri.org/semeval2014/task4
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FIGURE 5. Visual summary of the ensemble framework. Our contribution is that, for each aspect term, we also employ the relevant root vector feature of
the recursive trees, denoted by r, in addition to the baseline method. Memory network module is the same as that in the baseline study. In the given
example, Subtreei is the second subreview of the comment shown on the bottom left (minimized version of Figure 4). In this example, there are three
AASR modules being run since there are three subreviews.

TABLE 4. Hyperparameters in the recursive neural network. ‘‘Optimal
size’’ denotes the optimal size of embeddings at intermediary nodes in
trees.

embeddings from scratch, since the corresponding framework
does not allow us to employ pretrained vectors. We also show
the hyperparameters used in the baseline recurrent model
in Table 5.

C. RESULTS
Table 6 shows the results of the experiments for the two
domains in terms of accuracy. The baseline recurrent model

TABLE 5. Hyperparameters in the baseline recurrent model.

is given in the first row of the table. The last two rows
are the ensemble forms where the embeddings trained on
the recursive model are fed into the recurrent model. The
training is performed on the constituency parser output in
the first one, while it is performed on the dependency parser
output in the second one. The three approaches explained in
Section III-B2 are labeled as ‘‘root’’, ‘‘leaves’’, and ‘‘gold
aspect.’’ The ‘‘root’’ scheme is the basic model where the root
vector of a subreview is given as input to the recurrent model.
In the ‘‘leaves’’ scheme, the embedding vector of an aspect
term corresponding to that aspect is used instead of the root of
the tree. If an aspect consists of more than one word, we take
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TABLE 6. Accuracies (%) of the baseline approach, the RST method, and the ensemble framework which combines the baseline recurrent submodel with
different recursive models and embedding sizes.

its average and feed this embedding to the system. Lastly,
the scheme named as ‘‘gold aspect’’ shown in the table is the
model where we leverage the labels of aspects (i.e. positive,
negative, or neutral) given in the training data for the depen-
dency parser model. That is, for the training dataset, the label
of the root in a subreview is assigned the gold sentiment label
in the dependency parser tree. In addition, we define the gold
sentiment label only for the corresponding aspect node (leaf)
in the tree, not for the root. For the aspects in the test dataset,
we take into account the most frequently occurring sentiment
for these terms in the training set and change that node’s
sentiment accordingly in the tree. The other labels of the tree
are determined by the sentiment lexicon. However, we do not
include this last scheme employing gold sentiment labels for
leaves in the table since this scheme does not perform better
than the baseline either. These feature engineering techniques
were explained inmore detail in Section III-B2. The recursive
neural network vector size denotes the embedding size at the
nodes in the parse trees. We only examine the performance
with respect to different recursive network vector sizes, not
with varying recurrent network vector sizes. Its reason is
that the recurrent model is the baseline study and we want
to show how much we can boost the ternary classification
performance without changing any of the parameters of this
submodel in the ensemble framework.

The results show that the proposed ensemble approach
outperforms the baseline model (IARM) for both domains
when the root embeddings are used. This is the case with
both the constituency parser and the dependency parser. With
these results, we outperformed all the teams (26 teams) that
participated in the aspect polarity detection task, SemEval-
2014 for the laptop domain. As for the restaurant reviews,
we rank second overall.We can construe this result as follows.
The two top-ranking teams in the task use SVM classifiers
by employing hand-crafted features and other feature engi-
neering techniques. We, instead, develop an ensemble form
of two deep neural network models. It is well stated in the
literature that classical machine learning methods in general
cannot compete with deep neural networks successfully [15].

When we compare the two parser models, we see that
training the recursive network with the dependency parser
yields better results than the constituency parser. This can be
attributed to the property that dependency tree captures the
modifier relationships directly unlike the constituency tree.
A comparison between the three schemes used in feeding
input to the recurrent network shows that the root form gives
the best performance. In the case of constituency parser,
root embeddings capture wider information related to the
sentiment of the relevant aspects than the leaf embeddings.
In the case of dependency parser, we think that the reason
for this situation is that incorporating gold aspect labels
into the trees makes the model inconsistent with the senti-
ments of other words whose polarities are determined by a
sentiment lexicon. That is, using polarities of the opinion
lexicon and training data labels alike can make the senti-
ments of words ambiguous and contradictory. For example,
a word’s label can be 0 (neutral) in the training dataset,
whereas it can be +1 (positive) in the sentiment lexicon.
Finally, we note that the recursive network root embed-
ding vectors with sizes 30 and 50 give the best results
in the two domains, while embedding size of 100 causes
overfitting.

We also show in Table 7 how well the proposed ensemble
model performs compared to the baseline when a single
aspect (SA) or multiple aspects (MA) appear in reviews.
We include the best results (dependency parser and the ‘‘root’’
scheme) for our ensemble approach in the table. SA and MA
correspond to the cases where we take into account only the
reviews having, respectively, a single aspect and more than
one aspect. Every review in the datasets has either an SA or
MA.We include these different scenarios to see that the inter-
play of sentiments between different aspects has an impact on
the performance. Using reviews with multiple aspects give
better success rates compared to using single-aspect reviews.
The table also shows that the proposed approach outperforms
the baseline approach for the two datasets in both scenarios.
Our results prove to be statistically significant at p = 0.05
when we employ the Stuart-Maxwell test.
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TABLE 7. Accuracies (%) observed for the baseline approach and our
ensemble framework. SA refers to single aspect scenario, MA to multiple
aspect scenario.

As a summary, our results indicate that incorporating a
recursive network into the baseline recurrent model enriches
the model by sentiment vectors relevant to the aspects. These
vectors are trained via recursive neural models separately for
the generated subreviews. In this way, combining grammati-
cal (syntactical) and temporal neural models provide us with
more relevant polarities for the given aspects and a better
performance.

V. CONCLUSION AND FUTURE WORK
In this study, we built a framework for ternary aspect-based
sentiment classification. The proposed ensemble approach is
formed of a recurrent model which is also used as the baseline
and a recursive model. The reviews are first divided into sub-
reviews such that each subreview in general includes a single
aspect. In this way, we hold only the relevant information
and sentiment in each subreview containing the correspond-
ing aspect term(s). The recursive model is trained using the
constituency and dependency parsers of the subreviews. The
root vectors of these trees are then fed into the recurrentmodel
by concatenating them with the sentence’s word and aspect
embeddings.

We observed that combining recurrent and recursive neural
networks provides a more comprehensive and a robust model.
Recurrent neural networks capture the temporal information.
However, they cannot represent the grammatical structure of
texts. The intuition behind combining these models is that it
captures the relevant sentiment, syntactic, and semantic infor-
mation within the subreviews and thus enriches the baseline
model. In this way, the recurrent and recursive approaches can
model the information that the other lacks. The experiments
on two datasets outperformed the baseline approach by a sig-
nificant margin. When we used the dependency parser for the
recursive model in the ensemble form, we achieved the best
results. This indicates that dependency parsers can capture
the information about which sentiment word modifies which
other words more successfully compared to constituency
parsers. We think that our ensemble classifier model can also
be applied to other NLP tasks with minor changes.

As future work, we plan to extend our framework by (1)
improving the constituency parser-based model to adapt it
to capture the neutral sentiments as well, (2) incorporating
a CNN model to enhance the contextual representation of
aspects, (3) using sentiment lexica or semi-supervised tech-
niques adapted to the domain to better model the sentiment
components of words, (4) adapting our approach to other
languages, and (5) training the recursive and recurrent models
in the ensemble framework jointly to arrive at better results.

We also plan to (6) evaluate our methods on other corpora
(e.g., the SemEval-2015 datasets) where reviews may consist
of more than one sentence and (7) compare our performances
to those of RST studies and the hybrid solutions which com-
bine ontology-based reasoning with deep learning models.
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