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Abstract—A structure composed of local linear perceptrons for approximating global class discriminants is investigated. Such local linear models may be combined in a cooperative or competitive way. In the cooperative model, a weighted sum of the outputs of the local perceptrons is computed where the weight is a function of the distance between the input and the position of the local perceptron. In the competitive model, the cost function dictates a mixture model where only one of the local perceptrons give output. Learning of the local models' positions and the linear mappings they implement are coupled and both supervised. We show that this is preferable to the uncoupled case where the positions are trained in an unsupervised manner before the separate, supervised training of mappings. We use goodness criteria based on the cross-entropy and give learning equations for both the cooperative and competitive cases. The coupled and uncoupled versions of cooperative and competitive approaches are compared among themselves and with multi-layer perceptrons of sigmoidal hidden units and radial basis functions (RBF's) of Gaussian units on the application of recognition of handwritten digits. The criteria of comparison are the generalization accuracy, learning time, and the number of free parameters. We conclude that even on such a high-dimensional problem, such local models are promising. They generalize much better than RBF's and use much less memory. When compared with multilayer perceptrons, we note that local models learn much faster and generalize as well and sometimes better with comparable number of parameters.

I. INTRODUCTION

The relative advantages of local and distributed representations have been frequently discussed in neural-network literature. Local methods, like kernel estimators and radial basis functions (RBF's), learn fast as only few hidden units respond to a given input, thus only a small percentage of weights need be updated at each iteration. But more hidden units are used with local coding and larger training samples are needed for good generalization. Distributed methods like the multilayer perceptrons (MLP's) with sigmoidal hidden units learn slowly but find compact representations with few parameters and do not require large samples.

In a usual multilayer network, local or distributed, the response of each hidden unit is scaled by a constant value which is the weight from the hidden unit to the output unit

\[ y = \sum_h u_h g_h(x) + u_0. \]  

(1)

\( u_h \) are the weights, \( u_0 \) is the "bias" weight, and \( g_h(x) \) are the hidden unit values for the \( d \) dimensional input \( x \). Alternatively, \( y \) is a superposition of the \( u_h \) values where \( g_h(x) \) are the weights that determine how much of each \( u_h \) will be taken into account for input \( x \). Frequently \( g_h(x) \) values are normalized to sum to one. This implies that for any input, at least one of \( g_h(x) \) is nonzero.

In the case of purely local representation where only one of the \( g_h(x) \) is one and all others are zero, \( y \) is a piecewise constant function. If as in Parzen windows and RBF's, \( g_h(x) \) are taken as Gaussians, we get a smoother function. The more the Gaussians overlap, the smoother is the final approximation. It is evident that just like any Boolean function can be represented as a disjunction of conjunctions, any continuous function can be approximated to a desired precision as a juxtaposition of piecewise constant functions. If the function is varying considerably around a point, however, a piecewise constant approximation may require many units. Taking into account one more term in the Taylor expansion, we may also look at the linear function of the input, denoted as \( u_h(x) \)

\[ y = \sum_h u_h(x) g_h(x) + u_0 g_0(x) \]

(2)

We absorbed \( u_0 \) as constant "bias" into \( W_h \) and added a constant dimension of one to \( x \). A higher-order function than linear is also possible but we want to minimize variance and not have too many free parameters. It is a good idea to have \( g_h(x) \) local like the Gaussian as only few of the \( W_h \) are then updated at each iteration. Each of the \( W_h \) computation then is a linear "expert" which has a position encoded by \( V_h \), and \( g_h(x) \) measures the (normalized) distance of the input \( x \) from this position. This requires an application-dependent distance measure \( D(x, V_h) \)

\[ g_h(x) = \frac{\exp[-D(x, V_h)^2]}{\sum_i \exp[-D(x, V_i)^2]} \]

(3)

Possibilities for \( D(x, \cdot) \) include (negative) Euclidean distance, i.e., \( D(x, V_h) = ||x-V_h|| \) (possibly modulated by a spread parameter) and Mahalanobis distance, i.e., \( D(x, V_h) = -(x-V_h)^T \Sigma^{-1}(x-V_h) \) where \( \Sigma \) is the covariance matrix. \( V_h \) in this case corresponds to a center, the mean, where \( g_h(x) \) takes its maximum. Another possibility that is simpler to compute is the dot product, i.e., \( D(x, V_h) = V_h^T x \) where \( V_h \) defines a hyperplane with a certain orientation and distance from the origin. As long as the norms of \( V_h \) are comparable, orderings given by the dot product and Euclidean distance are equal.

Learning in such a framework is estimating the positions \( V \) and linear mappings \( W \) from a given labeled training sample. We make distinction between two cases: In the case where learning is coupled, there is a single cost function for supervised training of both sets of parameters. In the uncoupled case, first proposed by Moody and Darken [1], training the positions \( V \) is an unsupervised process which precedes the separate, supervised training of the linear mappings \( W \). A second type of distinction is by the degree of overlap of the linear experts. In a competitive scheme, the architecture is so designed that the final output is equal to the output of one of the linear mappings, i.e., one of \( g_h(x) \) is one and all others are zero. This is done either explicitly by choosing one, e.g., the closest and updating its parameters only, or implicitly by a cost measure that favors competition. In a cooperative scheme, there is no such requirement and the final output is a blend of the outputs of separate linear mappings.

In the next section, we review existing literature on the idea. Then we formalize the architecture and discuss two ways of combining the...
Table I

<table>
<thead>
<tr>
<th>Method</th>
<th>Learning</th>
<th>Combining</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hampshire and Waibel (1990)</td>
<td>uncoupled</td>
<td>cooperative</td>
</tr>
<tr>
<td>Stokbro et al. (1990)</td>
<td>uncoupled</td>
<td>cooperative</td>
</tr>
<tr>
<td>Jacobs et al. (1991)</td>
<td>coupled</td>
<td>competitive</td>
</tr>
<tr>
<td>Bottou and Vapnik (1992)</td>
<td>uncoupled</td>
<td>competitive</td>
</tr>
<tr>
<td>Martinetz et al. (1994)</td>
<td>uncoupled</td>
<td>competitive</td>
</tr>
<tr>
<td>Murray-Smith (1994)</td>
<td>uncoupled</td>
<td>cooperative</td>
</tr>
</tbody>
</table>

local perceptrons. We then apply it to the problem of recognition of handwritten digits and compare them empirically among themselves and with a single perceptron, multilayer network of sigmoidal hidden units, and RBF network of Gaussian hidden units. The three criteria on which we base our comparisons are learning time, number of free parameters, and generalization accuracy. In the final section, we summarize our findings and conclude.

II. LITERATURE SURVEY

Constructs like used in (2) where there are multiplicative connections in which the output values of two units are multiplied, thus allowing one unit to gate another, is known as a Sigma-Pi unit [2] or a product unit [3]. Previously many authors proposed structures composed of localized linear perceptrons both for classification and function approximation. In Table I, we compare them according to the two axes of coupled/uncoupled learning and competitive/cooperative combination.

- The Meta-Pi Network proposed by Hampshire and Waibel [4] for speech recognition contains a number of stimulus-specific networks each separately trained to recognize the speech of one individual. There is also an additional network that is trained to integrate the outputs of the subnetworks to maximize the phoneme recognition rate of the overall structure. The recognition modules or the gating network are not restricted to be linear perceptrons.
- Stokbro et al. [5] use a similar approach for predicting chaotic time series. Instead of a "flat" layer of units, they first compute a k-d tree using the input samples to compute the positions of the Gaussians. The linear mappings are then learned using least squares where the means and spreads of the Gaussians are fixed. Their method performs, as expected, better than the RBF's.
- Jacobs et al. [6] propose the "adaptive mixtures of local experts" where each local expert is a linear perceptron and there is a competitive gating mechanism that localizes the experts. The gating network which uses the dot product can also be seen as a set of perceptrons. This approach has later been generalized to learn "hierarchies of experts" [7].
- Bottou and Vapnik [8] propose to use "local learning algorithms" where simple systems are trained with a small subset of data around the given input as opposed to training one big, complex system with all of the data. They achieved significant improvement for an optical character recognition problem with this approach when for each test input, a fixed number of neighboring samples are used to train a separate linear perceptron.
- The "neural-gas" architecture of Martinetz et al. [9] is similar in that there is a competitive scheme where the input space is quantized and then local linear mappings are fit to data. These two steps are uncoupled, however. A soft competition takes place for placing the clusters that maximize the likelihood and a separate least squares minimization is done afterwards for fitting the linear mappings. For prediction of time series, Martinetz et al. find that the "neural-gas" performs better than backpropagation and RBF networks. Previous work of the same group [10] used Kohonen's self-organizing map that is a hard competitive scheme for input quantization and was for the control of a robot arm.
- Murray-Smith [11] similarly extends RBF networks where each "local model net" is a linear function of the input. One can have hierarchies of them and a constructive method is given where new models are incrementally added when needed. It is applied to control problems with significant success.

III. FORMALISM

For each class $C_j$, we are given a set of data pairs $(x^n, y^n)_i$ where $x$ is a d-dimensional input vector and $y$ is a binary value that is one if $x \in C_j$ and zero otherwise. Using this sample, we need to compute the posterior probabilities of classes $P(C_j|x, \theta)$ for a novel input $x$, where $\theta$ is the set of modifiable parameters of our model. If we assume that all errors are equally costly, to minimize risk we assign the input to the most probable class

$$c = \arg\max_j [P(C_j|x, \theta)].$$

For classification, we can write a "softmax" model for the posterior class probabilities [12], [13]

$$P(C_j|x) = \frac{\exp[A_j(x)]}{\sum_k \exp[A_k(x)].}$$

$A_j$ denotes the total output for class $j$. One possibility is to take it as a weighted sum of the responses of the $n$ local experts

$$A_j(x) = \sum_{r=1}^{n} \mu_{jr}(x)g_r(x).$$

$\mu_{jr}(x)$ is the output of expert $r$ for class $j$ and $g_r(x)$ is the "weight" of expert $r$. Each local expert is a simple perceptron whose output is a linear function of the input ($j$ ranges over classes and $r$ over experts)

$$\mu_{jr}(x) = W_{jr}^T x.$$

The mappings implemented by the experts are defined by the parameter vectors $W_{jr}$. Each expert is responsible for inputs in a certain region only. In the simplest case, this region is delimited by a hyperplane. The softmax function is used again to make sure that the gating values sum up to one

$$g_r(x) = \frac{\exp[V_r^T x]}{\sum_i \exp[V_i^T x]}.$$

The positions of the experts are coded by the parameter vectors $V_r$. One can think of the gating network as another classifier where a given input is assigned to one of the experts and in this regard $g_r(x)$ values can be seen as probabilities, $P(r|x)$, the posterior probability that $x$ is taken care of by expert $r$.

We use the cross-entropy measure that is more suited for classification tasks than least squares for optimization of the parameters $\theta = \{W_{jr}, V_r\}_{j,r}$. We favor coupled learning and use the same goodness measure for optimizing both the expert positions and the mappings. Experts can be combined in a competitive or cooperative manner as discussed below.

A. Cooperating Learners

In the cooperative scheme, each expert decides on the output by itself and then a weighted sum of the expert outputs is computed as in (6) which is then converted to probabilities using softmax

$$O_j = \frac{\exp[A_j]}{\sum_k \exp[A_k]}$$
and we maximize the cross-entropy to decrease the Kullback–Leibler distance between this value, \( O_j \), and the desired output, \( y_j \) for all classes

\[
E = \sum_j y_j \log O_j. \tag{10}
\]

By gradient-ascent, taking the derivative of (10) with respect to the parameters and with \( \eta \) denoting the learning factor, we get the following update rules for the expert mappings:

\[
\Delta W_{jr} = \eta (y_j - O_j) x_j
\]

and their positions

\[
\Delta V_r = \eta (y_j - O_j) x_j (\mu_r - A_j) x.
\]

As seen in (12), when determining the expert positions, supervised error is also taken into account and not only the input as done by unsupervised procedures like \( k \)-means. Through coupled training of expert mappings and positions, experts are placed in the input space in such a way as to minimize error. We discuss this in more detail in Section III-C.

B. Competing Learners

First proposed by Jacobs et al. [6], a measure that forces competition is to view the architecture as a mixture model [14]. The gating values are the mixture proportions and the expert perceptron outputs are the means. If we take Gaussian components with equal variances, the likelihood of the sample point \( x \) is given as

\[
E = \log \sum_r g_r \exp \left[ \sum_j y_j \log O_{jr} \right]. \tag{13}
\]

Equation (13) forces experts to compete because the likelihood is higher when they overlap less. Thus generally for a given input, only one \( g_r \) is close to one and others are close to zero and it is this expert that is responsible from giving the whole correct output. That is we want to minimize the distance between the required output and the output of expert \( r \) whose \( g_r \) is close to one, after it is converted to probabilities

\[
O_{jr} = \frac{\exp [g_{jr}]}{\sum s \exp [g{s}]}. \tag{14}
\]

The update equations for the expert mappings and positions with gradient-ascent are as follows:

\[
\Delta W_{jr} = \eta h_r (y_j - O_{jr}) x_j
\]

\[
\Delta V_r = \eta (h_r - g_r) x
\]

with

\[
h_r = \frac{g_r \exp \left[ \sum_j y_j \log O_{jr} \right]}{\sum_s g_s \exp \left[ \sum_j y_j \log O_{js} \right]}.
\]

C. Coupled and Uncoupled Learners

To make the mathematical connection between the coupled and the uncoupled methods clearer, let us consider a competitive model where we reparameterize the gating network to describe the density directly in the input space (rather than parameterizing the discriminant surfaces \( g_r \) using softmax) where the distance measure is Euclidean, thus getting a scenario similar to one used in unsupervised, competitive learning for uncoupled learning. That is, let

\[
g_r = \frac{P(\omega_r | x)}{\sum_i P(\omega_i | x)} \tag{15}
\]

where \( P(\omega_r | x) \) is the posterior probability that input \( x \) is handled by expert \( r \) and \( P(\omega_r) \) is the prior probability. We take the likelihoods, \( p(x|\omega_r) \), as Gaussians and we represent them directly by storing their means and possible covariances.

We want our learning algorithm to move the means of these Gaussians, either in an uncoupled way, i.e., a clustering procedure, or in a coupled way by making use of the experts’ outputs and the supervised target \( y \).

We then have the following measure:

\[
E = \log \sum_r P(\omega_r | x) p(x | \omega_r) \exp \left[ \sum_j y_j \log O_{jr} \right]. \tag{16}
\]

which differs from (13) in not having a softmax at the gating network. We assume that the priors, \( P(\omega_r) \) are equal; one can obviously also adjust them as well as a part of the learning algorithm. Considering the simplest case of hyperspheric Gaussians of unit variance, i.e., \( p(x | \omega_r) \sim N(x, V_r) \), with gradient-ascent, one gets the following update equations:

\[
\Delta W_{jr} = \eta h_r (y_j - O_{jr}) x_j
\]

\[
\Delta V_r = \eta h_r (x - V_r)
\]

with

\[
h_r = \frac{g_r \exp \left[ \sum_j y_j \log O_{jr} \right]}{\sum_s g_s \exp \left[ \sum_j y_j \log O_{js} \right]}
\]

which can also be written as

\[
P(\omega_r | y, x) = \frac{P(\omega_r | x) p(y | x, \omega_r)}{\sum_i P(\omega_i | x) p(y | x, \omega_i)}. \tag{18}
\]

An uncoupled learning algorithm sets up a fully uncoupled mixture model for learning the likelihoods \( p(x | \omega_r) \). That is, we use a log likelihood that is local to the gating network, i.e., it does not depend on the supervised targets \( y \)

\[
I_g = \log \sum_r P(\omega_r | x) p(x | \omega_r). \tag{19}
\]

Taking the derivative of \( I_g \) with respect to \( V_r \), we obtain the uncoupled learning rule

\[
\Delta V_r = \eta g_r (x - V_r). \tag{20}
\]

This is a soft competitive rule. A method like \( k \)-means is a hard-competitive rule where \( g_r \) is one if expert \( r \) is the closest to input and zero otherwise.

The difference between is that (20) uses \( g_r, P(\omega_r | x) \), whereas (17) uses \( h_r, P(\omega_r | y, x) \). From (18), we see that ignoring the likelihood terms \( P(y | x, \omega_r) \) reduces \( h_r \) to \( g_r \) and therefore reduces (17) to (20). Thus the uncoupled learning algorithm is a special case of the coupled learning algorithm where we are ignoring the likelihood terms \( P(y | x, \omega_r) \). That is, in uncoupled learning, we are ignoring the supervised errors at the output of the network in deciding where to place the cluster centers for the hidden units. Clearly, in general one does not want to ignore these likelihoods, i.e., the coupled approach is generally to be preferred.

IV. SIMULATION RESULTS

We tested the approaches outlined above on a large handwritten digit database taken from the CD-ROM made available by NIST [15]. We used 10,000 patterns for training, 5000 for cross-validation.
to determine the point to stop training, and another 5000 for testing. After low-pass filtering and undersampling, 32 by 32 bitmaps are reduced to 8 by 8 matrices where each element is an integer value in the range 0 - 16. This regularization step improves generalization. Thus input dimensionality is 64 and there are 10 classes.

We implemented the cooperative and competitive approaches where learning of expert positions and mappings are coupled, as discussed in Section III.

For comparison purposes, we also implemented their uncoupled versions. We have taken the model used in Section III-C and updated expert positions using (20). This implements a soft competition between experts. We also used a parameter for the spread of the Gaussians that is computed as a function of the inter-expert distance [1]. With the cooperative model, expert mappings are trained using (11). With the competitive model, only the closest expert gives output and is updated. That is, there is a hard competition with a winner-take-all

\[ g_r = \begin{cases} 1, & \text{if } ||V_r - z|| = \min_i ||V_i - z|| \\ 0, & \text{otherwise} \end{cases} \]

and update the mapping of only the winner expert.

We also implemented one single perceptron, MLP with one layer of hidden units and RBF's where we also used gradient ascent on the cross-entropy measure after softmaxing the output units. In the RBF network, the Gaussian centers are trained using the unsupervised procedure k-means.

Each model is trained 10 times independently and we report averages and standard deviations of the success on test set and the learning epochs made. The learning factor, \( \eta \), is adaptive for improved convergence, that is, it is decreased by multiplying with a factor less than one when training error does not decrease and training stops when the learning factor becomes less than 0.001. A momentum factor of 0.7 is used. We test the network after each epoch till training stops and we choose the one that performs best on the cross-validation set and report its performance on the test set. This is better than stopping when error on cross-validation increases.

In terms of the number of parameters, a single perceptron where \( d \) is the dimensionality of the input and \( c \) is the number of classes has \( (d + 1) \times c \) parameters. With \( h \) hidden units, a one-hidden-layer MLP has \( (d + 1) \times h + (h + 1) \times c \) parameters. RBF does not have a bias unit in the first layer thus has \( d \times h + (h + 1) \times c \) parameters. One can also initialize the Gaussian centers to random patterns chosen from the training set thereby decreasing the number of free parameters to \( (h + 1) \times c \); success then is around 1% less on the test set for this application. An adaptive mixture model, for each expert, has \( c \times (d + 1) \) parameters for the classifiers and \( d + 1 \) for the gating.

All methods are compared based on the three criteria of generalization accuracy, memory requirement and learning time. Results are reported in Table II.

<table>
<thead>
<tr>
<th>Method</th>
<th>No of Parameters</th>
<th>Learning Epochs</th>
<th>Test Success</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single Layer</td>
<td>650</td>
<td>2.80, 0.42</td>
<td>91.03, 0.21</td>
</tr>
<tr>
<td>MLP</td>
<td>10 units</td>
<td>760, 6.90, 2.60</td>
<td>92.80, 0.46</td>
</tr>
<tr>
<td>20 units</td>
<td>1,510</td>
<td>6.80, 2.30</td>
<td>94.33, 0.29</td>
</tr>
<tr>
<td>30 units</td>
<td>2,260</td>
<td>7.60, 2.27</td>
<td>94.83, 0.16</td>
</tr>
<tr>
<td>40 units</td>
<td>3,010</td>
<td>5.90, 1.37</td>
<td>94.89, 0.32</td>
</tr>
<tr>
<td>50 units</td>
<td>3,760</td>
<td>6.70, 2.36</td>
<td>94.92, 0.31</td>
</tr>
<tr>
<td>60 units</td>
<td>4,510</td>
<td>7.00, 1.33</td>
<td>95.00, 0.18</td>
</tr>
<tr>
<td>RBF</td>
<td>50 units</td>
<td>3,710</td>
<td>2.00, 0.00</td>
</tr>
<tr>
<td>200 units</td>
<td>7,410</td>
<td>1.70, 0.48</td>
<td>89.91, 0.47</td>
</tr>
<tr>
<td>250 units</td>
<td>18,510</td>
<td>1.60, 0.52</td>
<td>92.30, 0.45</td>
</tr>
<tr>
<td>500 units</td>
<td>37,010</td>
<td>2.00, 0.47</td>
<td>93.30, 0.41</td>
</tr>
<tr>
<td>Cooperative (uncoupled)</td>
<td>2 experts</td>
<td>1,430</td>
<td>4.70, 0.48</td>
</tr>
<tr>
<td>4 experts</td>
<td>2,860</td>
<td>4.90, 0.32</td>
<td>91.51, 0.34</td>
</tr>
<tr>
<td>6 experts</td>
<td>4,290</td>
<td>5.10, 0.32</td>
<td>92.20, 0.36</td>
</tr>
<tr>
<td>Competitive (uncoupled)</td>
<td>2 experts</td>
<td>1,430</td>
<td>4.00, 0.47</td>
</tr>
<tr>
<td>4 experts</td>
<td>2,860</td>
<td>3.40, 0.97</td>
<td>91.31, 0.21</td>
</tr>
<tr>
<td>6 experts</td>
<td>4,290</td>
<td>3.70, 0.67</td>
<td>91.29, 0.12</td>
</tr>
<tr>
<td>Cooperative (coupled)</td>
<td>2 experts</td>
<td>1,430</td>
<td>4.50, 0.97</td>
</tr>
<tr>
<td>4 experts</td>
<td>2,860</td>
<td>4.30, 0.82</td>
<td>94.61, 0.26</td>
</tr>
<tr>
<td>6 experts</td>
<td>4,290</td>
<td>5.10, 0.99</td>
<td>95.08, 0.28</td>
</tr>
<tr>
<td>Competitive (coupled)</td>
<td>2 experts</td>
<td>1,430</td>
<td>3.60, 0.70</td>
</tr>
<tr>
<td>4 experts</td>
<td>2,860</td>
<td>3.50, 0.85</td>
<td>93.78, 0.39</td>
</tr>
<tr>
<td>6 experts</td>
<td>4,290</td>
<td>3.20, 0.63</td>
<td>94.03, 0.35</td>
</tr>
</tbody>
</table>

V. CONCLUSIONS

It can be noticed that local linear perceptrons learn faster than MLP's with sigmoid hidden units and generalize as well and sometimes better. RBF's learn faster but do not generalize well. This is due to the fact that in RBF's only a one-layer perceptron is trained in a supervised manner. In a local linear network, we train two one-layer perceptrons and in a multilayer perceptron, we train a two-layer network.

We note that a coupled approach where both the mappings and their positions are trained in a supervised manner generalizes better than the uncoupled case where the positions are trained in an unsupervised manner. It seems like that in both the coupled and uncoupled cases, the competitive model learns faster due to the localization of experts and the cooperative model generalizes better due to the smoothness introduced by averaging several experts.

We have also tested the approach using Euclidean distance as the metric where separate networks have different spreads. The success is somewhat lower in that case as the dimensionality is high and spherical Gaussians assume equal variance on all dimensions. We have not tested the method using the full covariance matrix as, in 64 dimensions the full covariance matrix has on the order of a thousand parameters. This is both costly to compute and requires a much larger training sample.

Here we used a gradient-based method for computing the parameters. When as in normal mixtures, there is a probabilistic setting where the goodness function is maximum likelihood, the expectation-maximization algorithm can also be used to train the networks [7].

To conclude, we believe that a structure composed of local linear perceptrons, by allowing a good compromise between local and distributed approaches, is a good alternative for difficult classification tasks as it learns fast and generalizes quite well even when the input dimensionality is high.
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