PATTERN RECOGNITION
ano MIACHINE LEARNING

CHAPTER 8: GRAPHICAL MODELS
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Bayesian Networks

Directed Acyclic Graph (DAG)
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e

p(a, b, C) — p(C‘a, b)p(a, b) — p(c|a, b)p(b|a)p(&’,)




Bayesian Networks

= p(x1)p(x2)p(z3)p(Ts|T1, T2, 73)
p(@s|z1, x3)p(s|za ) p(T7 |24, 25)

General Factorization

p(x) = ]| p(xrlpay)
k=1




Generative Models

Causal process for generating images

Object Position Orientation

Image




Discrete Variables (1)

General joint distribution: K% — 1 parameters

X1 S K
()r——()  pbxaxelw) = [T [Lwit*

k=11l=1

Independent joint distribution: 2( K — 1) parameters

X1 X3 K K
O QO el =ILew [Lar
k=1 =1




Discrete Variables (2)

General joint distribution over M variables:
KM — 1 parameters

M-node Markov chain: K—1 4+ (M- 1)K(K-1)
parameters




Conditional Independence

a is independent of b given c

p(alb, c) = p(alc)

Equivalently p(a,blc) = p(alb,c)p(b|c)
= plajc)p(blc)

Notation all b]|ec




Conditional Independence: Example 1

e p(a,b,c) = p(alc)p(blc)p(c)

p(a,b) = > plale)p(dble)p(c)
(1 b c

all b|0




Conditional Independence: Example 1

p(a, b, c)
p(c)
= plale)p(blc)

p(a,b|c) —

allblc




Conditional Independence: Example 2




Conditional Independence: Example 2

p(a,b|c) — (CS




Conditional Independence: Example 3

Note: this is the opposite of Example 1, with c unobserved.




Conditional Independence: Example 3

Dbl — pla,b,c)
p( ab| ) p(c)
_ pla)p(b)p(cfa, b)
p(c)
: all b|c

Note: this is the opposite of Example 1, with c observed.




“Am | out of fuel?”

p(G=1B=1,F=1) = 0.8
p(G=1B=1,F=0) = 0.2
p(G=1B=0,F=1) = 0.2
p(G=1B=0,F=0) = 0.1
p(B=1) = 0.9
p(F=1) = 0.9
and hence

p(F=0) = 0.1

B = Battery (0=flat, 1=fully charged)
F' = Fuel Tank (0O=empty, 1=full)
GG = Fuel Gauge Reading

(O=empty, 1=full)




“Am | out of fuel?”

p(G =0[F = 0)p(F = 0)
p(G =0)

p(F = 0|G = 0)

2

0.257

Probability of an empty tank increased by observing G = 0.




“Am | out of fuel?”

p(G=0|B=0.F=0)p(F =0)
> rejoy PG =0[B=0.F)p(F)
0.111

p(F =0|G=0.B=0)

K

Probability of an empty tank reduced by observing B = 0.
This referred to as “explaining away”.




D-separation

» A, B, and (' are non-intersecting subsets of nodes in a
directed graph.
* A path from A to B is blocked if it contains a node such that
either
a) the arrows on the path meet either head-to-tail or tail-
to-tail at the node, and the node is in the set C, or
b) the arrows meet head-to-head at the node, and
neither the node, nor any of its descendants, are in the
set C.
* If all paths from A to B are blocked, A is said to be d-
separated from B by C.
* If Ais d-separated from B by C, the joint distribution over
all variables in the graph satisfies A 1l B | C.




D-separation: Example

all b|c

allbl|f




D-separation: |.I.D. Data




The Markov Blanket

p(Xh e ,XM)

/p(xl, Xy ) dx;
HP(XHPak;)
k

/ | [ p(xx/pay) dx;
k

Factors independent of x; cancel
between nhumerator and denominator.




Markov Random Fields

Markov Blanket

Al B|C




Cligues and Maximal Cliques




Joint Distribution

p(x) = 7 [ velxe)
C

where V¢ (Xc) is the potential over clique C'and
Z = ]]vetxe)
x C

is the normalization coefficient; note: M K-state variables - K" terms in Z.

Energies and the Boltzmann distribution

Vo (xco) = exp{—FE(xc)}




Illustration: Image De-Noising (1)

Original Image Noisy Image




Illustration: Image De-Noising (2)
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lllustration: Image De-No

Noisy Image Restored Image (ICM)




lllustration: Image De-Noising (4)

Restored Image (ICM) Restored Image (Graph cuts)




Converting Directed to Undirected Graphs (1)

g | To LN —1 TN

p(x) :lp(ﬁl)p($2|$1) plas|z2) - plarn|rNn_1)

I

p(x) = - Y1,2(x1,22) Yo3(2,23) - YN_1,N(TN_1,ZN)

I Iy LN —1 TN




Converting Directed to Undirected Graphs (2)

Additional links

X1 Xa X1 Xa
Lo Lo
q
€Ty H )
p(X) = p($1)p($2)p($3)p($4|$1,33’2,33’3)
1

= E?,bA(a’;l, T2, 23)Y (T2, 23, T4)Vc (21, T2, 74)




Directed vs. Undirected Graphs (1)




Directed vs. Undirected Graphs (2)

C
A B
A
CT
D
Al B¢ AY B¢
AJ B|C Al B|CUD

C 1 D|AUB




Factor Graphs

.fa .fb fc fd
p(x) = fa(z1,22) fo(x1, 2) fe(22, 23) fa(zs)

p(x) = H fs(Xs)




Factor Graphs from Directed Graphs

/
p(x) = p(z1)p(x2)  f(@1,22,23) = fa(z1) = p(x1)
p(xs|z1, 22) p(x1)p(@2)p(3|z1, T2) folzs) = plao)

fc(xla L2, 333) — p($3|$1, '/I;Q)




Factor Graphs from Undirected Graphs

X1 o X1 o X1 o
/ Ja
Io
L3 XT3 T3
Y(21, 22, 73) f(x1, 22, 23) fa(x1, 22, 23) fr (22, T3)

= Y(x1,22,23) = Y(z1,22,73)




