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 In Lecture 26, we investigate triangulation to find the Schur decomposition of a matrix. 
This works for finding eigenvalues of general matrices 

 In Lecture 27, we talk about finding eigenvectors of a real Hermitian matrix. Power 
iterations  
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 In Lecture 24, we saw that the upper triangular matrix T in Schur factorization gives us 
eigenvalues in itsdiagonal 

  To find T:    
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-The first phase is to find Hessenberg matrices. 
-In the second phase, a sequence of reduction to Hessenberg matrices converge to T. 



 -  Basic idea is to find a series of similarity transforms so that we converge to T. 
 -    
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We need to complete the similarity transform: 



8 



9 



NLA Reading Group Spring’13 
By Y. Cem Subakan 



 Now, we restrict ourselves to symmetric, real matrices. 
 It implies that  

1 ) All eigenvalues are real 
2 ) We have complete set of eigenvectors 
3 ) Eigenvectors are orthogonal to each other 
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1)  Can only find eigenvector corresponding to the largest eigenvalue 
2)  Convergence is linear: 

3)  Quality of convergence is dependent on spectral gap.  
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