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Stability 



setup 

a mathematical problem is a function: 

 

 

an algorithm is a function: 

 

 

where 

 X is the vector space of data 

 Y is the vector space of solutions 



floating point approximation 

fl error smaller than epsilon relative to x: 

 

 

     is any floating point operation, 

 

 

 

 

 



accuracy 

absolute error:  

relative error:  

 

the algorithm is accurate, if for each 

 

 

 

 

"rel. error is on the order of machine epsilon" 



stability 

the algorithm is stable, if for each 

 

 

 

for some     with  

 

 

 

 



backward stability 

the algorithm is backward stable, if for 

 

 

 

simpler and stronger than stability. 

 

 

 

 



"on the order of machine epsilon" 

mathematical notation: 

 

 

it means: when                             ,  

 
 

 

if phi has an additional parameter s,  

 

 

it means: there's a single C that holds for all s 
 

in our case, s=x is the data vector, and 



independence of norm 

 

 

proof: for any                      on the same space, 

there exists positive C1,C2 that for all x, 

 

 

norm changes the constant, not the order. 



exercises 



exercises 

(a,b) true, sine is already less than constant 

 

c) x=y100 => |100logy| < Cy  true since logy<y 

 

e) A=4 pi (mr)2      V=4 pi (r)3 /3      true. 

     V(2/3) = 16 pi(2/3) r2 /9       both = C r2 



exercises 

a) |x(e)|<Ce , |y(e)|<Ce  (1+x)(1+y)=1+xy+x+y 

|xy+x+y| < 2Ce+e2 < 3Ce 

b) |x|<Ce  =>  1/(1+x) = 1 - x/(1+x)  

|-x/(1+x)|<Ce  => 1/(1+x) = 1 + O(e) 
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Conditioning of Least Squares Problems 



least squares problem 
 

problem: 
 

 

 

solution:  

 

 

 

 

 

 

 

 



three measures 

•condition number of A: 

 

 

•angle, closeness of the fit: 

 
• 

 

 

•how much y falls short of its maximum value: 

 

 

 

•their ranges: 



sensitivities of x,y  



proof, step 1 

 

 

unitary change of basis does not affect the perturbations in 2-norm 

assume             and write: 

 

 

 

 

 

 

 



proof, step 0 
 

 

unitary change of basis does not affect the perturbations in 2-norm 

assume             and write: 

 

 

 

 

 

as a result, orthogonal projector and pseudoinverse become 

 

 

 

 



proof, step 1: sensitivity of y to perturbations in b 

 

 

apply condition number formula: 

 

 

 



proof, step 2: sensitivity of x to perturbations in b 

 

 

apply condition number formula: 

 

 

 



proof, step 2.5: tilting the range of A 

when A is perturbed 

(1) either range(A) is tilted by 

(2) or mapping onto range(A) is changed 

1) what is maximum      ? 

let v be a point on unit sphere              .                   is on range(A) 

to tilt range(A) maximally, we move p orthogonal to range(A).   

                                =>                               (                    ) 

take the smallest eigenvalue                   => tilt angle:  

                                   ==> 

 

equality only attained by infinitesimal angles. 



proof, step 3: sensitivity of y to perturbations in A 

y is a projection. it is determined only by b and range(A) 

fix b and tilt range(A) by     . 0-y and 0-b are orthogonal: y on sphere 

 

 

 

 

 

 

 



proof, step 3: sensitivity of y to perturbations in A 

large circle implies 

 

 

definition of angle     and upper bound of       gives: 

 

 

thus, the sensitivity of y to A is: 

 

 



proof, step 4: sensitivity of x to perturbations in A 

split the perturbation of A into 1 and 2 

 

 

perturbation 1 does not change range(A), only the mapping onto it. 

 

 

perturbation 2 tilts range(A) without changing the mapping onto it. 

in terms of b1: 

 

 

now we need to replace denominator db1/b1 with dA2/A 



proof, step 4: sensitivity of x to perturbations in A 

when range(A) is tilted through the larger circle,  

     angle between     and range(A) =  

     =>                                 =>      

when range(A) is tilted through the smaller circle, 

     y is parallel to range(A), but it is a factor of          smaller 

     =>                                  =>                                   (                   ) 

                  rewrite:                               

(                      )                                             

                   upper bound of       and eqn. of perturbation 2 gives 

 

 

                            add this to result from perturbation 1, done. 
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Stability of Least Squares Algorithms 



accuracy of a backward stable alg. 

 

 

 

 

 

 

above: x is data, f(x) is solution. 

 

below: A is data, x is solution (               ) 

 

 

 

condition number lies in range 



example algorithm 

task: 

 

 

code: 

 

 

 

 

 

 

 

after normalization, x(15)=1 is ground truth. 



example algorithm: householder 

compute the three measures 

 

 

 

 

 

 

 

 

kappa: "ill-conditioned basis"  theta: "close fit" 

eta: "y is around half of the maximum kappa" 



example algorithm: householder 

compute sensitivities/condition nrs of x and y: 

 

 

 
 

standard algorithm for solving least squares: 

 

 

 

 

 

 



example algorithm: householder2 

alternative algorithm that computes Q*b 

 

 

 

 

 

 

gives similar error, therefore error from QR swamps the error from 

Q*b computation 



example algorithm: householder3 

matlab implementation of householder 

 

 

 

 

more accurate, uses column pivoting 

 

 

all three methods are backward stable. 



householders are backward stable 

 

 

 

 

 

 

 

 

 

"solving for A in fact solves for A+dA" 



example: gram-schmidt 

 

 

 

result is very poor, because 

GS produces Q with non-orthonormal columns 

reformulate problem, becomes complicated. 



example: gram-schmidt2 

better method, similar to householder2: 

 

 

 

 

 

 

 

 

 

 



solving by normal equations 

 

clearly unstable. 

 

 

best we can expect is: 

 



solving by SVD 

 

 

 

best result. 3 digits better than householder3 

 

 

 

general result:  

- householder2 is the cheapest,  

- SVD is the most accurate. 



exercises 

r+Ax=b   A*r=0   

=>  A*r+A*Ax=A*b => A*Ax=A*b => x: solution 

=> Ax=b-r  => A*Ax=A*(b-r)  => r: residual 



exercises 

tol is a tolerance to disregard small singular values. r is the rank of 

A. first r singular values are chosen, and X is the approx inverse of 

A. 


