
An Evaluation of the Multi-engine MT
Architecture

Christopher Hogan and Robert E. Frederking

Language Technologies Institute
Carnegie Mellon University

4910 Forbes Avenue
Pittsburgh, PA 15213 USA

Phone: (412) 268-6593 or (412) 268-6656
FAX: (412) 268-6298

Email: chogan@cs.cmu.edu, ref+@cs.cmu.edu

Abstract. The Multi-Engine MT (MEMT) architecture combines the
outputs of multiple MT engines using a statistical language model of the
target language. It has been used successfully in a number of MT rese-
arch systems, for both text and speech translation. Despite its perceived
benefits, there has never been a rigorous, published, double-blind evalua-
tion of the claim that the combined output of a MEMT system is in fact
better than that of any one of the component MT engines. We report
here the results of such an evaluation. The combined MEMT output is
shown to indeed be better overall than the output of the component en-
gines in a Croatian ↔ English MT system. This result is consistent in
both translation directions, and between different raters.

The Multi-Engine Machine Translation (MEMT) architecture [9] has been
used successfully in a number of MT research systems, for both text [11,24] and
speech translation [12,26]. As described in the next section, these researchers
believe that the MEMT architecture allows one to combine the strengths of
different MT technologies while ameliorating their weaknesses.

Up to now, this belief has been justified by argumentation, but not empirical
evidence. While at least one of these MEMT-architecture systems was the subject
of independent evaluation,1 this was an overall system evaluation, and thus did
not distinguish between the quality of the component engines and any benefit
(or detriment) caused by the MEMT architecture. The lack of any rigorous,
double-blind evaluation of the MEMT architecture itself was the motivation for
our current effort.

We first describe the MEMT architecture and its presumed benefits in ge-
neral. We then describe the specific translation sources used in this experiment,
and discuss the design of our evaluation. We present a detailed statistical ana-
lysis of the results. Finally we conclude with the observation that the MEMT
system has indeed been shown to produce better output than its component
engines.
1 Pangloss participated in the DARPA MT evaluations [11,28]
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Fig. 1. Structure of MEMT architecture

1 The Multi-engine MT Architecture

Different MT technologies exhibit different strengths and weaknesses. Techno-
logies such as Knowledge-Based MT (KBMT) can provide high-quality, fully-
automated translations in narrow, well-defined domains [21,7]. Other techno-
logies such as lexical-transfer MT [23,8,19], and Example-Based MT (EBMT)
[4,22,27] provide lower-quality general-purpose translations, unless they are in-
corporated into human-assisted MT systems [10,20], but can be used in non-
domain-restricted translation applications. Moreover, these technologies differ
not just in the quality of their translations, and level of domain-dependence,
but also along other dimensions, such as types of errors they make, real-time
translation time [26], required development time [12], cost of development, and
ability to easily make use of any available on-line corpora, such as electronic
dictionaries or online bilingual parallel texts.

The Multi-Engine Machine Translation (MEMT) architecture [9] makes it
possible to exploit the differences between MT technologies. As shown in Fig. 1,
MEMT feeds an input text to several MT engines in parallel, with each engine
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employing a different MT technology2. Each engine attempts to translate the
entire input text, segmenting each sentence in whatever manner is most appro-
priate for its technology, and putting the resulting translated output segments
into a shared chart data structure [16,29] after giving each segment a score in-
dicating the engine’s internal assessment of the quality of the output segment.
These output (target language) segments are indexed in the chart based on the
positions of the corresponding input (source language) segments. Thus the chart
contains multiple, possibly overlapping, alternative translations. Since the scores
produced by the engines are estimates of variable accuracy, statistical language
modelling techniques adapted from speech recognition research are used to sel-
ect the best overall set of outputs [3,13]. These selection techniques attempt to
produce the best overall result, taking the probability of transitions between
segments into account as well as modifying the quality scores of individual seg-
ments.

Among the differences that one frequently wishes to exploit using the MEMT
architecture is the differing trade-off between coverage and quality that exists
between different technologies: one would like to cover as much of the input as
possible, but still get the highest possible quality for any given segment of the
input. While there has been a strong perception that MEMT does provide this
benefit, up to now there has never been a rigorous, double-blind evaluation that
empirically verified this claim.

2 Experiment Design: Translations

In this experiment, we seek to evaluate the MEMT architecture separately from
its implementation with specific translation engines. However, because MEMT
performs no translations of its own, only combining and choosing from among
the translations provided by other translation engines, it is necessary to include
several translation engines in order to perform the evaluation. For this reason,
we will simultaneously evaluate the MEMT system as a whole as well as each
component translation engine. By comparing the results, we hope to shed light
on the contribution of the MEMT architecture to the overall translation process.

The translations to be evaluated will therefore come from three sources. For
every source language sentence to be translated, we will first translate it using
the entire MEMT system as it is currently designed. Then, we will translate
the sentence again using each of the separate translation engines that are part
of the MEMT system. The system used for this experiment (the translation
component of the DIPLOMAT Croatian ↔ English system [12]) employs two
kinds of translation engines:

Lexical-Transfer Simple dictionary (word-for-word translation) and glossary
(phrase-for-phrase) translation.

2 Morphological analysis, part-of-speech tagging, and possibly other text enhance-
ments can be shared by the engines.
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Example-Based MT Translation via partial matching of the input against a
parallel corpus (example-base).

These translation engines are described in more detail elsewhere [8,4].
In the MEMT architecture, each translation engine is permitted to hypo-

thesize multiple translations for any sequence of words in the source sentence.
The multiple, overlapping translations are sorted out by the language model,
which performs a search over the set of available translations to find the subset
that exactly covers the input and yields the best combination. When testing
the translation engines separately from the MEMT architecture, other means
must be employed for sorting out the conflicting translations. For each of the
three translation sources, the following describes the technique used to ob-
tain a workable translation from among the conflicting possibilities output by
the engine.

LEX Using only translations from the Lexical-Transfer engine, perform a ran-
dom search in the chart of candidate translations. Avoid translations that
do not result in a completely translated sentence. There will be more than
one possible translation per sentence.

EBMT Using the Example-Based engine, randomly select as many non-over-
lapping translations as possible. Because Example-Based MT is not able
to translate all parts of all sentences3, there may be parts of the source
sentence that are untranslated. Fill gaps in the translation with appropriate
selections from the Lexical-Transfer engine. There may be more than one
possible translation per sentence.

MEMT The optimal translation as selected by the MEMT architecture. There
will be only one translation possible per sentence.

3 Experiment Design: Evaluation

The actual evaluation took the form of a questionnaire, evaluated by native
speakers of the target language. Two questionnaires were designed, one for each
translation direction: English → Croatian and Croatian → English. The que-
stionnaires had the following format: A series of source-language sentences were
presented to the evaluators, each accompanied by four target-language transla-
tions. Evaluators were asked to qualitatively evaluate each of the translations
based on their knowledge of the target language and the meaning of the source
language sentence.4

3 The reason for this is that the EBMT engine operates by performing partial matches
against its parallel corpus. If no match is found between the input and corpus, or
between the source and target sides of the corpus, no translation is produced. On
the other hand, the algorithm increases the likelihood that any sentences that do
match will be accorded a fairly high quality translation.

4 Because the native English-speaking evaluators were not bilingual in Croatian, a
high-quality human translation of the Croatian sentence into English was provided
for them in addition to the original sentence.
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3.1 Selection of Translations

In order to reinforce the goal of double-blind evaluation as well as to deal with
certain difficulties posed by the translation engines, we used the following algo-
rithm to generate the four translations of each sentence:

1. Randomly place the MEMT translation in
one of the four slots.

2. If at least one EBMT translation is
available, randomly select one and
randomly place it in one of the
available three slots.

3. For each of the two or three slots still
empty, randomly generate a LEX
translation and place it there.

The identity of the source of each of the translations is recorded but hidden
from both the evaluator and the researcher.

3.2 Method of Evaluation

Evaluators were asked to evaluate the quality of each of the four translations
using a scale from 1 to 5. Due to the often inconsistent intra-sentence quality of
MEMT translations, additional scale points are used to distinguish translations
that are partly correct from those that are uniformly bad. The scale is given
below exactly as it was presented to the evaluators.

5. perfect
4. one or two errors, but otherwise perfect
3. several errors but understandable
2. some parts correct, but cannot understand
1. totally incomprehensible

Because some MT researchers, e.g. [14], have attempted to establish a sim-
plified scale of GOOD, ACCEPTABLE, UNACCEPTABLE (or BAD) in order to encourage
comparisons between evaluations of different systems, we would like to suggest
that our scale be mapped into the three point scale in the following way: GOOD
= 5, ACCEPTABLE = { 4, 3 }, UNACCEPTABLE = { 2, 1 }.

3.3 Evaluators

The evaluators were native speakers of the target languages they were asked to
evaluate, and included two speakers of Croatian and two speakers of English. We
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will denote the evaluators with the labels cro1, cro2, eng1 and eng2. Although
one of the evaluators was knowledgeable about the workings of the translator,
none had information about the sources of the translations they were asked to
evaluate.

The questionnaires were presented to the evaluators as printed versions of
HTML pages. The Croatian evaluators were given 500 sentences each, the English
evaluators 161 sentences each.5 Evaluators received only clarification of the mea-
ning of the source language from the researcher.

3.4 Domain

The source language sentences for translation were drawn from the domain of
travellers’ phrasebooks, a domain closely related to that of the actual system.
Phrases to be translated were drawn from available English and Croatian phra-
sebooks, neither of which had been used in the development of the system.

4 Results

In this section, we present the results of the evaluation. First, we present simple
statistics comparing the evaluators and translation engines. We will argue that
the simple statistics are not sufficient. We then present a somewhat different ap-
proach to measuring the data, and make clear why we believe that it is a superior
measure, more accurately reflecting the quantities that we wish to assess.

4.1 Initial Statistics

First let’s look at the simple descriptive statistics. We compute averages and
standard deviations of the scores [1. . . 5] assigned by each evaluator {cro1, cro2,
eng1, eng2} to each translation source {EBMT, LEX, MEMT}.

cro1 cro2 eng1 eng2 Total
EBMT mean 2.08 1.98 2.59 2.99 2.20

stddev 1.13 1.19 1.29 1.20 1.23

LEX mean 1.66 1.53 2.30 2.68 1.82
stddev 0.93 0.91 1.32 1.29 1.10

MEMT mean 1.92 1.86 2.58 2.96 2.10
stddev 1.12 1.20 1.42 1.29 1.27

Total mean 1.80 1.70 2.42 2.80 1.96
stddev 1.03 1.06 1.34 1.28 1.18

Looking at this data, there are two kinds of comparison which are simple to
make: comparisons between translation sources and comparisons between eva-
luators. We would like to raise several issues regarding both of these comparisons.
5 The smaller size of the English evaluation was due to the necessity of providing the

English evaluators English translations of the source-language sentences as well as
the original Croatian ones.



An Evaluation of the Multi-engine MT Architecture 119

4.2 Inter-source Comparison

A superficial overview of the data suggests that insofar as quality is concerned,
EBMT > MEMT > LEX. Taken at face value, this would seem to suggest
that MEMT is contributing negatively to the translation process, that EBMT
alone would be superior to the entire system. However, we can statistically test
the hypothesis that the means are the same with Student’s t test [25,2]. Doing
so reveals that while both EBMT and MEMT are significantly different from
LEX6, they are not distinguishable from one another. Thus, we are prevented
from establishing the relative ranking of MEMT against its component engines.

Note that this difficulty is not due simply to the large standard deviations:

Our first thought is to ask “how many standard deviations” one sample
mean is from the other. That number may in fact be a useful thing to
know. It does relate to the strength or “importance” of a difference of
means if that difference is genuine. However, by itself, it says nothing
about whether the difference is genuine, that is, statistically significant.
A difference of means can be very small compared to the standard de-
viation, and yet very significant, if the number of data points is large.
Conversely, a difference may be moderately large but not significant, if
the data are sparse. [...] (emphasis original)

[25, pp. 464–5]

Further investigation reveals that the higher quality of EBMT is a result of
the way the averages were computed. As stated earlier, this EBMT system cannot
provide a translation of every sentence. The averages listed above for EBMT
were computed only over those sentences for which an EBMT translation was
available. This necessarily results in skewed statistics, since the other translation
sources (MEMT, LEX) are forced to provide a translation for every sentence,
with no option to “give-up”.7

One obvious way of dealing with the problem of EBMT is to artificially skew
the results back toward what is expected. Assuming that empty translations are
evaluated as “totally incomprehensible”, we can insert a translation with a score
of 1 every time a sentence fails to include an EBMT translation. Doing this
produces the following scores for EBMT:

cro1 cro2 eng1 eng2 Total
EBMT mean 1.79 1.72 2.07 2.35 1.87

stddev 1.08 1.11 1.30 1.36 1.17

The data now show that EBMT is performing about as expected as compared
to the other translation engines: the average scores are 2.10 for MEMT, 1.87
6 With significance better than p < 0.001, which is highly significant.
7 Not that this would be easy to implement for the other translation sources. The

problem of self-evaluation for machine translation is rather difficult, and even EBMT
(which does better than most) can only reliably return “yes” or “no”.
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for EBMT and 1.82 for LEX. The statistical tests now show that MEMT is
significantly better than EBMT and LEX, which are not distinguishable from one
another. While this establishes that MEMT is useful, we are in the unfortunate
situation of being unable to provide a simple, statistically sound ranking of the
engines relative to the overall architecture. In addition, this method of “artificial”
evaluation seems to us to be an inelegant hack for a problem which may have a
better solution.

4.3 Inter-evaluator Comparison

The second interesting aspect of the data presented earlier is that of inter-
evaluator agreement. Agreement between human subjects is a well-investigated
area in Psychology [18], Sociology [17], Medicine [1,6] as well as Translation [15].
Without delving into the area of agreement measures, it seems to us that it is
desirable to have a performance metric for which different evaluations of the
same material produce similar scores. A comparison of our evaluators using the
mean as a performance metric suggests that, at least quantitatively, the mean
does not have the desired property (compare cro1 1.80 to cro2 1.70 or eng1
2.80 to eng2 1.96). This highlights a common problem in evaluating translations
(cf., e.g. [5]), namely that there is no way to ensure that evaluators will agree on
what constitutes a certain score. On the other hand, the mean does contain some
information about the relative ranking of the sources insofar as all evaluators
agree that the ranking of the sources is EBMT ≈ MEMT > LEX (or MEMT
> EBMT ≈ LEX, depending on which set of EBMT scores one believes). The
matter at hand is how to reconcile these qualitative agreements into a statistic
that also agrees quantitatively.

4.4 A More Informative Statistic

In this section we will present a different kind of statistic, one based on compari-
sons between translation sources, and comment on the degree to which it solves
the problems raised in the previous sections.

Consider carefully the way in which MEMT translates a sentence. The sen-
tence is first translated by all of the translation engines. The candidate trans-
lations are scored and placed into a chart structure. The language model then
selects the set of translations from the chart that best form a sentence in the
target language. Clearly, given this scheme, the MEMT translation can be no
better than the best of its engines on a given sentence, for MEMT does no actual
translation itself, only using those provided by its engines. We must therefore
include in any statistic that measures the effectiveness of MEMT some mea-
sure of the translation engines’ performance on the same sentence. The metric
we suggest is the following: how often does MEMT achieve the best that it is
capable of, namely: the best that is available from the translation engines?

We will therefore calculate for each translation source the following statistic:
for what percentage of the sentences does this translation source receive a score
that is equal to or greater than that of all the other translation sources.
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More formally, let s1, . . . , sN be the sentences in the source language to be
translated, and τ1, . . . , τM be the available translation sources. Now let Ti =
(ti1, . . . , tiM ) be the translations into the target language of si by each of the
translation sources. Finally, let Σi = (σi1, . . . , σiM ) be the scores assigned by the
evaluators to each of the translations of sentence si. For each translation source
τm ∈ {τ1, . . . , τM}, we define the following metric:

d(τm) =

N∑
i=1

δ(σim,max{σi1, . . . , σiM})

N

Where δ(i, j), the Kronecker delta function, is given by:

δ(i, j) =
{

1 for i = j
0 for i 6= j

This defines a measure in the range [0,1]. In the following table, we present the
values as percentages.

cro1 cro2 eng1 eng2 Total8

EBMT 55.80% 55.60% 49.69% 46.58% 53.86%

LEX 72.80 69.00 69.57 66.46 70.20

MEMT 73.20 73.00 70.19 70.81 72.47

This statistic appears to be superior to the mean of the score in several ways.
Fundamentally, this statistic provides a measure of the degree to which MEMT
is doing the job it was designed for: picking the best possible translation, and
provides a clear goal (100%) to aim for. This measure is also independent of
the actual translation engines used. If more translation engines were used in an
evaluation, or different ones, we would expect to be able to compare the results
with the current evaluation. In this sense, the statistic is a measure of the MEMT
architecture rather than of a particular MEMT system with specific translation
engines.

Secondly, this statistic implicitly deals with the problems that arise when
translation sources cannot always produce translations, such as is the case for
EBMT in our evaluation. Such translation sources are penalized rather severely
as the final measures for EBMT (46% – 56%) indicate.

Thirdly, this statistic shows significantly better inter-evaluator agreement
than the mean. For those pairs of evaluators that worked on the same material,
the maximum difference appears to be about 3%. For the MEMT scores, which
are of greatest interest to us, there is remarkable agreement, with less than 1%
difference.

These statistics clearly indicate that MEMT is doing its job: it is selecting
the best translation available 72.47% of the time.
8 We only report totals across all evaluators. Since our measure is a comparison bet-

ween translation sources, totals across all translation sources do not make sense.
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5 Conclusion

In this evaluation, a Croatian ↔ English MT system using the MEMT archi-
tecture has been shown to produce better output than its component engines.
Careful statistical analysis of the results showed that the best translation availa-
ble was selected 72.47% of the time. This result was consistent in both transla-
tion directions, and between different raters. This is the first empirical evidence
substantiating the claims previously made for the MEMT architecture.
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