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§39 
Definition and Examples 

The term "vector" is familiar to the reader from Physics; Such physical 

magnitudes as displacement, ·force, torque, momentum etc. are vectors.' 

Vectors can be added (by the par~llelogram law)· and multiplied by real 

numbers, which are called· scalars in this context. _In this chapter, we 

introduce systems of objects which can be added and multiplied by 

scalars. 
I 

39.1 Definition: Let K be a ·field and let (V ,+) be an (additively written) 

abelian group. Suppose that, to each pair (a, v) in K x V, there corre

sponds a unique element of V, denoted by a. v, . such that the. following 

equations hold for all a,fl E:- K,' v,w E; V: 

(1) a.(v+ w) = a.v+a.w 

(2) (a+ fl).v= a.v+ fl.w 
(3) a.(fl.v)=(0:fl).v ' 

( 4) l.v= v (I is the identity of K). 

In this case, the ordered quadruple (V,+,K, ;) is called a vector space o'ver, 

K; or a K-vector spa(·e. The elements of K are called scala·r~; and K is 
·. 

· called the field of scalars of the vector space (V ,+ ,K, · ). The elements of V 
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are called vectors. The mapping (i:x,v) :-+· o:.v from K X v into v will be 

ca~led multiplication by scalars. 

From now on, ~he .term "vector" will· mean an .element of a vector space. 

We will see vectors _whi~h .. do .not resemble the. vectors of physics in any 

way. 

At the cost of some stylistic ·clumsiness _in the formulation of many 

statements, we shall refer to the mapping (o:,v)-+ o:.v as multiplicati,on by 

scalars; not as scalar multiplication. This is what the mapping really is. It 

is multiplication of vectors by ·scalars, not ~- multipiication whose results 
:i~e · scalilfs. We will usually omit · and write o: v instead of o:. v . 

Strictly speaking, a vect~r spaee is an ordered quadruple (V, +, K, :) . · 

Howeyer, as in the· case of groups and rings·, we shall usually ~;efer to the 

set V as a vector space over K. If the field of scalars is fixed throughout 

a discU:s~ion, we ·~hall speak of vector ·spaces, without reference to the 
field of scalars. 

It will be convenient to think of a vector sp~Ge as an aoelian group ~ith 
im additional structure on it -supplied . by the 'multiplication by scalars. 
The wording of Definition 39.1 was chosen, to emphasize this point of ' 

view. 

· 39.2 Examples: ·(a) Let V = ~ ED ~ be the direct sum of two copies of 

1R and let K = ~. We define ·multiplication by· scalars in -the most natural 

way: a:(~,y) = (o:~,o:y) · (for all a: E IR, (~,y) E V). 

It is easily seen that V is an ~-vector space .. 

(b) The same construction can be carried out with- n-tuples .of .elements 
from any·· field K. Let !( be a field and let V -;. K .. ED K_ ED .••• ED: K be the di- _ 

rect sum of n copies of [(, which is . an abelian group u'nder component-, 

wise addition~ We define multiplication .by scalars also componentwis~: 
a( I} 1 .~ 2 , ... ,~n) = (a:~1,a:~2, •• '.,a:fin) ·(for all a: E K,(I};;JS2,; ... ;~n) € V). 

It is. easily verified that V is_ a K -vect~ ·space. It ,will ~e designated . by 
. Kn, and will_be called the K~vei:for space of "'~tupl.es; . . _ · . . . . .· . . . . . . . .·. . . . . . . _.. . . . .~~t; .. ~- .. ·· ) 
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(c)" Let V be the set of all real~valued functions defined on, the interval 
[0, 1 ]. For any two functions f,g. in V, we define .a new· function f + g in V 

b'j (j+g)(x)=f(x)+g(x)· for!lllXE[O!l].•· 
V is an abelian group under this .addition 

of functions). Now let K = ~ and define 

(called the pointwise .addit(im 

scalars: ( af)(x) =· af(x) 

a pointwise· mu'ttiplii:ation by' · 

for all x E [0, 1 J, a. E ~. 

29.2(i)). Then V is a vector space over ~ (cf. Example 

When. we put (a.f)(x) = 0./(x) forallxE [0,1] a. E C, 
·then V would noi be a vector space _over· C, because a.f would· not belong' ~ · 

to V fo~ all a. E C, f E V, as .the fu~ctio11 a.f is not reaJ-valued when· a. is a 

complex number with .a nonzero imaginary part. 

(d) Let K be a field .and let l([x 1 be .the r~ng of all polynomials over K. Let 

us forget that' we can multiply two polynomials and c,oncentrate on 
fact that we· can, add them and multiply- them ,by the elements of 

(which are polynomiais of . degree. zer~, or the zero polynomial). It is 

the 
\ 

K 

easily. seen that K[x] is a K-vector space. 

(e) Let n be a fixed natural number. .Let K be :i field and let V be the set 
. ' - ' . 

·of all polynomials .over K which. have degree n. Is V a vector space over 

. K? No, because the -sum of two polynomials of degree n is not always a 

polynomial of degree n (when the .-leading coefficients -are opposit~~ of 

each other). On the other hand, .the set consisting of the zero polynomial 
.and of all poJynomials· over K whose degrees are less than or equal to n 

I 
is a vector .space over K. 

(f) Let V be a· vector spacl? ov~r a fi~ld K, and let K 1 be a field contained 

in k (in this case, K 1 _is called asitbfield of K): Then V is a vector space 

over K
1

, too, since the requirements in Definition '39.1 are· satisfied by the 

elements_ of K 1 i! they are satisfied. by_ the elements of K. 

(g) Let K .be a field. When we define the m~ltiplic~tion by scalars as the 

multiplication in the field K, then K becomes a vector space over K. The 
cond.i.tions in Definition . 39.1. are simply' the distributivity l~ws, the 

associativity· of mu.ltiplication a!'d the very definition ·of the identity 
· element in K. .. , ·. 

(h)· It follows from Example 39.2(f) and Example 39.2(g) that, if K1 and K 
·----are fields such that K 1 s;; K, ·then K is a vector space over K 1.: any field is a 

'' 
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. v'ector ~pace over its subfields. For instance, IC. ·is a vector space over IR, · 

· and IR is a vector spac.e over ([)>. 

. . 

39.3 Remat:ks: (1) A vector space is an abeliim group and has an iden
tity ~iement, which we call zero and ddnoie b.y 0. The underlying field K 

has a .zero ele~ent, too, whicli is also denoted by 'o. The reader shouid 
, , · ' . ' . ' ' I ~ ' ' 1 , 

carefully distingui~h between these zero~s .. One of thpm is a vector, the / . 
I. bther is a .scalar. The vector zero is sometimes deiwted by 0. 

(2) Mul~iplication bY'· scalars is a mapping from K x V into V, hence it is· 
n'ot ·a binary. operation :on V unles~ K .~ V. · This feature distinguishes 

vector spac~s from groups. and . ri_ngs,_ Multiplication .. an<J addition are 

binary Op<?rations pn groupS and rings: 

i. 

Some basic facts are collected in the next lemma.· 

3~.4 Lemma: Let V. b~ a vecto~ sp~ce avera field lC.For alia,~ € K_and 

for all u, v, w:E Y, tlu! followi(!g,. hold. 

(1) O+v=.v. 

(2) :-:-v+v= 0. 

(3) -o·= 0 (vector. ~ero). 
(4) u+ v= .u+ w implies v=· w.. · , 
(5) aO= 0. 

(6) Ov = 0 .. 
(7) a(-v) = -(O:v) = (..:.a)v, in particular; -l.v= -v. 

(8) (a- ~)v = av- ~v. 

(9) a(v- w)'= av- dw. 

(10) <XV= o· imp/ie.~ <X = 0 or V,;, 0. 
. . I . . , 
(11) <XV= f}vimplles <X=~ ory;;:: 0,· 

(12) <XV= ~w.implie.~ <X= 0 or y·= w.' ' 

Proof: (1),(2),(3);.(4) hold in any group (Lemma 7.3, Lemma 8.2), also in 

the abelian group,. ( V, +): · 

(5) We are to prove a;O. = 0 (vector .zero). We obserye ., . . . . ' 

· a;O +0 = a;O = a(O + 0) = _... a;O, . ,.· 
hence a;O = 0 ~y (4). 
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(6) We are to. prove Ov ::; 0 (on the left hand. side, we have the scalar 
. zero,. on the right hand side, -the vector zero). We observe 

Ov+ 0 =Ov= (0 + O)v= Ov+ Ov, 

hence o.;. = 0 by (4) .. 

(7) We -have 0 = o:O = a:( v + ( -v)) = o:v + o:(-v) 

and 0 = Ov= (d + (-o:))v= o:v+ (-o:)v 

by (5) and (6); so (::-o:)v and o:(c.,v) are the opposite of o:v. Thus 
. o:(:-v) = -(o:v) = (-O:)v. 

(8) We .are to show (a: - ~ )v = ti v- ~ v. Here a: - ~ is an abbreviation for 
a:+(-~) inK, and o:v- ~vis an abbreviation for ~v+ (-(~v)) inV~ We 
ha~e indeed:- (o:...:~)v=(o:+(-~))v::;o:v-t:(-~).,:.=o:v+(-(~v))=o:v-~v. 

(9) o:(v- w) =·o:(v+ (-w)) = av+ o:(-w) = o:v-t; (-(o:w)) = o:v- o:w. 

( 1 0) Assume a: v = 0. If a: ;:e 0, then a: -1 exists in (K. and. we get 
V= lv=(o:-1o:)v= o: ... 1(o:v)= o::-10 =·a·., 

(II) This follows from (8) a~d (10). 

(I2) This follows from.(9) and (IO). 

39.5 Lemma: Let V be a vector ;\pace over a field- K.'The n, for all 
o:1 ,o:2, ... ,o:n, a: in K and v1, v2, .. ·., vn' v in V, there hold 

(o:l + q2 + ... + o:n)v= o:1v+,o:2v+ ... +a>· 

and 

0 

Proof: This follows by induction . on n. The details are left to the reader.o 

Just as there· may be different group structures on a ·set, there may also 

be different vector space structures. on a. set. Here is an example~ 

39.6 Example: ~et V := c[ EB: c[. _We define .a multiplication " of the cle
ments of v by complex num~crs by declaring 

, c" (a,h) = (ca,cb) · for all c E: c[, (a,b) E: V. ' .. 
This multiplication ·makes the abelian _group' V into a c[ -vector space: 
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(I) co [(a,b) + (d,e)] = c a (a + d,b +e) 
~ (c(a + d),c(b + e)). 

,;, (ca + cd,cb + ce) 

= (ca,cb) + (cd,ce) 

= c a (a,b) + co (d,e), 

(2) (c +f) o (a,b) = ([L; + Jja ,TC+Jjb) 
=.(ca+Ja,cb+Jb) ·. 

= (ca,cb) + (Ja,Jb) 

=c~(a,b) +fo(a,b); 

(3) · (cf)(ab) = (Cfa,CJb) 

= (cJa;73Jb) · 

=co (Ja,Jb) 
=co (fa (a,b)), 

; (4) _ 1 o (a,b) = (Ta,Tb) = (la,lb) = (a,b) 

for all (a,b),(d,e) E .V, cJ E tC. Thus (V,+,t.C ,a) is a vector space, w~th the 

. same set V, the same addition + ou V, the same under! yin~ field I[ as the 
vector space- (V ,+,C ,) of Example 39.2(b) ·(in case ·K, = I[, n = 2), but 
( V ,+,C ,o) is distinct from (V ,+,C ;·) since the multiplication by scalars in 
these vector spaces me different. 

Exercises 

I. Determine whether IR X IR is an IR -vector sp~ce when 
(a,b) + (c,d) =(a+ c,b +d), a(c,d) = (c:d) , .for' all a,b,c,d E: tR.. 

2. Determine whether I[JI/ x I[JI is. a·I[Ji -vector· space when 

(a,b) + (c,d) =(a+ c,O), ·a(c,d) =.(ac,ad) forall' a,b,,c,d E I[Ji. 

3. Determine. whether 1
7 

x 1
7
· is a 1 7-vector space when 

(a,b) + (c,d) =(a + c,b +d), a(c,d) = (ac,O) fo,all a,f;,c,d E 1
7
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4 Deter!lline whether the se.t S of· all sequences of real numbers is a 
vector space over IR if addition and multiplication by scalars are defined 

by (an)+ (hn) =(an+ hn)' a(bn)"= (abn) 

for all (an),(b n) E: S, a E: IR (here (an) is the sequenc_e a 1 ,a2,a3, ••• ). 

5. If q E: N and K is a field of q elements, how many elements does Kn 

have? 

6. Construct a vector space with exactly four elements. 

AXI 
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§40 
S ~ bsp aces 

. ' 

Just 'as we defined subgroups. and subrings, we will define sub( vector · 

~space)s. We contract this awkward expression into "subspace". 

40.1 Definition:_ Let V .be a vector space over a field K. A nonempty 

subset W of V is called a subspace of V i( W itself is a .K -vector· space 

(under the addition and multiplication by scalars inherited from V). · 

A subspace W of V is an abelian group, .thus a,_ subgroup of (V ,+ ). Also, 

prod,ucts by s~alars of .the element. of W belong to W; SO that a. W E W 

whenever a. E K and w E W. Conversely, any subgroup W of V such that 
a. w E W for all a. E K .·and w E W is easily seen to. be a subspace of V, for 

· the. conditions. in D.efinitio\1- 39.1 are ~utomaiically satisfi~d. for all· 
elements of W if they are satisfied for all elements of V. Thus W is a 
subspace of V if ·and only if . . . 

(1) W is a subgroup of \1 under addition, 

(ii) if a. E K and w· E W, then a. w E W (i.e~. W is closed under 

multiplication by scalars). 

Here (1) embraces two conditions: (i) W. is close~ under addition, (ii) for 

any w-E W, the ,opposite· - w of w also belongs to W. l:hus W is ·a subspace 
if .and only if (i),(ii) and (ii) hold:· One checks easily that (ii) implies· (ii): if 

(ii) holds and· w E W, then (-;1)w E W, hence -wE W hy Lemma 39.4(7), 

so (1i) holds. 'Thus (ii) is superfluous. We proved tile foliowing -lemma. 

40.2 Lemnia (Subspace. criterion): Let Y be a vector ;space over. a 

field ~and let W be· a nonempty subset of V. Then W is a subspace of V 

if and only if 
(i) w1 + w2 E W for aU wl'w2 E W, 

(ii) a.w E W · for all a.. E K, wE W. D 
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So a nonempty subset of a vector space V is 'a subspace of V if" and O"nly 

if it is closed. under· addition . and multipl.ication by, 'scalars. The two 

closure properties of Lemma 40.2 can be combined to a single one. When 

(i) an.d (ii) of· Lemma 40.2 hol_d; then 

(*) 

since o: w 1, 13 w 2 € W hy (ii) and o: w 1 + 13 iv 2 E W by (i). S:onversely, if (*) 

holds, then, choosi~g o: = I, 13 = I, we see that (i) holds and, choosing 13 = 0, 

we see .that (ii)' holds. -Thus (i) and (ii) are together _equivalent to (*). 

Then we obtain anothei version .of Lemma 40:2. 

40.3 Leinrna (Subspace criterion):_Let V be .a vector space over a 

field K and let W be a nrmem/Jty subset. of\!. Then. W is a sz~bspace of 'v 
if and only if 

o:w1 + 13t~~2 E W for all o:,l3 E K; w1,w2 E W. o 

The expression o: w 1 + 13 w 2 E · W is said to be a linear coll)binatimi of the 

vectors w 1,w2 .• More generally, we have the 

. 
40.4 Definition: Let v 1, v2, •.. , vn be finitely ·many (not· necessarily 

distinct) vectors of a vector space V over a· field K. A vector of the form 

o:l vi + o:2 v2 + · · · + ail vn' • 

where o:i ,a2 , .•• ,an E K, is called. a K -linear combination· of the ve~tors 

v 1,v2,: .. ,vn·· (If the underlying field K is clear from the. conteXt, we use 

the term "linear combination", without mentioning X.) 

40.5 Lemma: Let V be a vector space ov·er ·a field K and ·let W he a 
subspace of. V. If w 1; w 2 •••• ,wm are vectors in W, then every K-linear 

combination of t}!ese vecirlr:1· bdonRS td W, . 

Proof: Thjs. follows from Lemma 40.3 by induction on 'm. D 
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· 40.6 Examples·: (a)_ Let Y be· any vector space. Then (O} and V are 

subspac~s of V. · 

(b) Consider the vector space K 3 over a field• K and put 
W = ((j:,ll,v) E: K3: v = 0} ~K3 . 

If (.t .. l'lll;o) an~ (A2,1! 2,0) are arbitrary vectors in W _and if o:,l3 are arb-i
trary scalars, then o:(ApllpO) +I3(~,11 2,0) = (o:A~ + l3~,o:111 + 13112,0) belongs to 

. W. By Lemma 40.3, W is a subspace of K 3 • . 

(c) Consider the vector space K 3 ~~er a field K and put 
\ . U = {(A,Il,v) E: K3: v =I} ~K3 . 

' . . . . . . 
Then (0,0,1) E: U, (1,0,1) E: U, but (0,0,1) + (1;0,1) = (1,0,1+1) ~ ,U, (w_hy?) 

· and U i~ not closed under addition. So: U is not a ·subspace of K 3 • 
. , 

' -
(d) Consider -~ 3 over ~ and let 

\ 

A= ((A,Il,v) E ~3 : v ;;;._OJ~ ~3. 
If (Apllpv1) imd(A2,1! 2,v 2) are in A, then v1 ;;;;. 0, Yi;;;;. 0, so v1 ::1- v2 > 0 and 

(ApllpviY,+ (~,ll2,y2) =(X! +~,Ill+ ll2,vl + v2) 

. belongs to A. Thus A is c~osed tinder addit~on. However, A is not a sub
space of ~\since, for instance, (0,0,1) E Abut (-1)(0,0,1) ~ U. This exam
ple shows_ that- a subset of a vector space can be closed under addition 
without being closed under multiplication by scalars. -

(e) Consider the vector space K 2 over a field K an'd. let 
. M = .{(A,Il) E K 2: A =·0 or 11 ~ 0} ~ K 2• 

If o: E K and (A,Il) EM, then A= Oor 11 = 0, so o:A = 0 or 0:11 = 0, so o:(A,Il) = 

(o:A,o: 11) belongs to -lvi. Thus A i's closed under multiplication· by scalars. 
H'owever, M is. not a subspace of K 2, since, for. instant~.- (1,0), (0,1) E M, 

but (1,0) + (O;i) e M. This 'example shows that a subset of a·vector space 
can be clo'sed -under multiplicatiop. by scalars without being closed under 
addition. 

(f) Consider the vector space K 2 ov:er a field K and let y,li be two 
arbitrary but fixed elements of· K. Put 

R = {(A,Il) E: K2: YA + 811 = 0} ~ K2. Then R is a subspace of K2: · 
(i) If (Al'Jl 1), (~,11.~) E R, then y~ + 8~1 = 0 = y~ +.8~, so · 

(yA1 + OJ.ii) + (y~ + 8~) = o:so y(Ai + A:z) + 8(11 1 + 112),; 0, so (>-l'iit) +(A
2

,11
2
) = 

. (J..1 + ~· Ill + 112) E R. . < 

.(ii) If o: E K and·(>-,11) E R, then yA' + OIJ = 0, so yaJ.. + Bo:p = o, so 
o:(A.,IJ) = (o:A.,~I.!) E R. . - . 
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(g) Let V. be a vector space over a field K and .let {W~: i E I} be a col1ec

tion _of subspaces ?f \1. Then their intersection W :=[J 
1 

Wi is a subspace 

of \1. First of all, this intersection· is not empty, since 0 E Wi for all i E /. 

Also, if o:,fi E K and wl,IV2 E IV, then o:,fi E K and Wl,w2 E wi for all i E /, 

SO uw
1 

+ fiWi E Wi for all i E /,SO uw 1 .+f}w
2 

E W. · . 

(h) Let V be t.he IR 7vector space of ~H real-valued functions defined on 

10;1} (See Example 39.2(c)) and let u be a fixed number .in [0,1]. We put 
' T = If E V:f is continuous at o:). 

().: . 

It is known from an:tlysis that, if I and g are functions, continuous at a, 
then f + g is also continuous at u. Iff is continuous at a and fi E: .IR, then . 
!if is continuous at u. Hence T is a subspace of V. 

CJ • \ 

(i) Ler V be the IR: -vector space of all· real-valued functions defined on· 

[0,1]. We_ put 
•, 

C(IO,II) = tfE V:fis continuous on [0,1]}. 

We know from analysis that, iff and g are functions, 'continuous on [0,1 ), 

then f + g is also continuous on 10,1}. If fis continuous on [0,1} and fi E IR, 

. then !if is continuous on [0,1}. lienee C([O,lJ) is a subsp,ace of V. This 
conclusiQn can be drawn also by observing that C([O,l)) = n T and 

· • uE [0,1) 0 

appealing to Example. 40.6(g) and· Example 40.6(h). 

(j) Let·. C 1(10,1J) = U'E C([O,IJ):f exists and is continuous on IO,l}J. 
C 1{10,l])'is a nonempty subset of C((O,l]). If a,tl E IR andf,g E C1([0,1}), 

then, as is well known from analysis, (a/+ tlg)' exists, is equal .to ·ar + tlg' 
and is continuous on' [0,1}: Hence u/+ tlg_ E C 1([0,1]) and therefore 9 1((0,11) 

is a subspace of C([O, I J). 

Similarly, for k E N, we put 

Ck(l 0, l J) = U: E C(!O, I !): fk> exists and is continuous on 10, I ] } . 

Since the existence of tl;e k-th 'der.ivative off implies the existence and 

continuity of the first k ·~· I deriv:ttives f J", . . ~., jk-ll, we see ck([O, 1'1} is a 
subset of ck-1(10, 11). From the formula . 

, (af+f}g)<k>=ufkl+!ig<kl {u,fi € IR,j,gE Ck{IO,II)) 

it is easily seen tlrat Ck([O,U) is a ~ubspace of C(l0,1 ]), and of Ck-1([0;1 1). -· 

. . k . ., . / 
We write Cm(IO,l]) =/~IN C ([(l,IJ). From Example 40;6(g); we infer that. 

C00([0,1]) is also a subspace of C([O,I]) and of ea~h Ck(IO,I]). 
-I 



(k) Let p(x) and q(x) be continuous functions, defined on [0,1]. We write 
L = ff € C 2([0,i]): r~(x) +,p(x)f'(;) + q(x)f(x) = 0 for all x ~ [0,1]}. 

L is a nonempty ·subset of C2([0,1]). If o:,~ € IR andf,g € L; then 
· (o:f +.~g)"(x) + p(x)(a:f + ~g)'(x) + q(x)(a:f + ~g)(x) · . 

= G.f"(x) + M"(x) + p(x)a:](x) +p(xWg'(x) + q(x)a.f(x) + q(x)~g(x) 
= a.(f"(x) + p(x)f'(x) + q(x)f(x)) + ~(g~'(x) + p(x)g'(x) + q(x)g(x)) 

= a.O +' ~0 =_ 0 
, for all x € ,[0,1], so a.f + ~g € L. Thus Lis a subspace of C 2([0,1]). 

' .. 
(l) So far, we spoke of subspaces without referring to the underlying 
field. Sometimes it· might be necessary to mention the underlying field. 
Let V ~ C 2 be the C -vector space of. ordered 'pairs .of .complex numbers. 

· Then V is an IR -vector space, too (Example 39~2(f)). We put 
W = {(A,I): A € C} = {(A,Jl): A € C, J.I ==I}, 

where - denotes complex conjugation. If (A,Jl), (v,p) € W .and- a.:.,~ €. IR',. ~ 
then Jl =I and p.= v, so o:(A,Jl) + Mv,p)= (a.A + ~v. ciJ.I + ~p) with . . . . 

a. A.+~ v = O:A + ~v 
=ai+~v 

::;=o:I+~v 

='= G.ll + ~p, 

. \ 

(c) 

and o:(A,Il) + ~(v,p) E: W. Thus W is a subspace of the IR -vector space V. 
However, W is not a subspace of the C -ve<;tor space V, for the critical · 

equation (c) ne~d not be true when ~ .~ are complex numbers (with 
nonzero imaginary. parts). We may say W is an IR -subspace of V, but not 
a C-subspace of V. 

40.7 Theorem: Let V be a vector space _over a field K and let 
A= {vl'v2, ••• ,vn} be a· fi1iite nonempty subset of V. Then the set. 

. W = { a.l vl + a.z Vz + · · · + a.n vn} 
of all linear combinations of the vectors vl' v 2, • :. , vn is a subspace of v. -

. I • i' 

Proof: Since A is n~t empty, W ~ 0. Ifo:;~ € K and. u,w € W, then 

u = a.1v1 + a:z Vz + · · · + a:n vn' w = 131 vl·+ l3zvz + · · · +. ~n vn 
with suitable o:.l'o: 2, ••. ,a.n' f3pf32, •.• • tin € K and 

a:u + f3w = a.(o:lvr+ a.zvz+··· + a.nvn).+ ~(f3J.vl'+ ~zVz + : .. + ~nvn) 
= (a.a.l + ~f31)vl+ (o:az+ ~13z)vz + ··· + (ixa:n + f3_13n)vn 
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belongs to w. Hence w is a subspace of V(Lemma 40.3). [Notice that 
v

1
, v

2
, •.. , vn are not· assumed to be distinct.] . o 

We e'xtend this theorem to infinite subsets ·of V .-

40.8 Theorem:· Let V be a vector spa-ce over a field K and ·[et . . 
A = {vi : i E I) be a.- (finite· or infinite) nonempty subset ~f V. Then the set 

W'=·{a1vi +u2vi +···+:anv; EV:al'a 2,.;.,a E:.K,vi,vi; ... ,vi-EA,nEN} 
. 1 2 . n . ·. .· n 1 2 :n ' 

of all finite. linear combinations of! he vectors in_ A is a subspace of, V. 

Proof: Since -1 is not empty, W~ 0. If a,l3 E K and u,w E:-W, then 
u=o:1v; +a2vi +···+a vj, w:=i31v

1
- +l32v1

- +···+13 v
1
. 

t 2 · n .,. · _ 1 . 2 · m · .m 

·with suitable a),tx 2; : •• ;a,;, l3pf3 2, ••• ,f}n E K, ,vi ,vi, ..... ,vi·~;~, ... ,vj. E A, 
· . . . -· 1 2 , 11 1 2 · m .. 

n,m E N and.· 

= ao:1 vi + a~vi + · ·· + o:o: v
1
- + !3!31v1. + f3f}2v

1
. + · ·· + f}l3 v1-, I 2 n,. 1 2. mm 

is a K -linear combination of the' v~ctors vi' ,vi ' ... 'Yj 'v)' .. , VJ·' ... 'VJ· in A. So 
- 1 2. n I 2. m 

au+ l3w -belongs to W and W is a su~space of V. · o 

40.9 Definition: The subspace W of Theorem 40;7 or· Theorem 40.8 is.

called the K-span of A, or the K-.\J>i:m of the vectors in A~ or the subspace. 
spanned 1;y the (vectors in) A. It will be denoted by sK(A). In case -A = _ 
{v1,v2

, ••. ,Vn} is a finite. set, WC Write SK(v1,v2, .•• ,Vn) instead of 

sK({vl'v2, ... ,vn}). 'By. convention, we put sK{0) = {0}. When there is no 

need to ~efer to t~e field K of scalars, we speak of the span of A, and 

denote it 'by s(A). · 

The next lemma justifies the convention sK(0) = {0}.. 

,,·. 
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40.10 Lemma: Let V be a vector space over a fieid K and let A !:; V. 
Then sK(A) is the smallest sUbspace of V which corztains. A. More exactly,.

if U is a subspace of V a~d A!:; ·u .. then sK(A)!:; U; 

Proof: If A = 0, then sK(A) = {0} !:; U for any subspace U of V and the . . 
theorem is proved in. this case. Suppose now A ;::! 0. If A !:;. U and U is a 

subspace o( V, then ev.ery linear . combination of the vectors in A belo'ngs - ' . ,, 

to U by Lemma' 40:5. Hence s(A) !:; U. o 

40.11 Lemma: Let V be a vector space over a field K and let A,B be 

subspaces of V such that A !:; s(B) and B!:; s(A). Theil s(A) = s(B). 

Proof: Since A !:; s(B) and s(B) is a subspace of V,. we have s(A) ,;;;· s(B) by 
. "'" . " . . 

Lemma 40.10. In like manner, since B !:; s(A) and s(A) is a subspace of V, 

we get s(B) !:; s(A ). Thus s(A) = .s(B.). o 

40.12 Examples:' (a) Let V be a vector space over a field K .im~ let A be 

a subset of V having oniy one· element, say .A = { v r, Then . the span · s( v) of 

A is the set . 
{ a:v. E V: a: E K} 

' 
of all scalar multiples of v. In case K = If{ and F = lll:. 2 .or v = If{ 3, this span 
is usuall)i identified with the line through the origin determined by v:. 

(b) Let V be a vector space over a field K and ict u,v be two vectors in V. 

The span s( u, >') of these vcc~o1's is 

{au+ pvE ~': ~.P E K}. 
In case; v· is a scalar muitipie yu of u, we have 

s(u,v) = {a:u + f3v E V: a:,f3 E K} ='[(a:+ f3y)u: a:,~ E K} = (ou:.o E K} = s(u). 

We set! it is possible that A c B and s(A) = s(B). In case K = ~ ;md i-~ = IR3 

and v is not a scalar multiple .of u, this span is usually identified with 

the plane. through the origin determint?d by u and v. 

(c) In the vector space IR 2 over ~, consider the. set 
. A= {~,0),(2,0), ... ,(IOOOO,e}}. 



The span _s(A) is easily seen to be [(a ,0) .E ~ 2; a E IR}, which is also 'the 

span of [ (1 ,0)} ~ IR 2 • Thus the number of vectors in A may be large, but 

this does not imply that s(A) is a "big'' subspace. 

(d) Let v be a v'ector space over_ a field K and let A ,B be subs'ets of v 
with A ~ B. Then A ~ ·B ·~ ~-(B) and, since s(B) is a subspace of V, Lemma 

40.10 yields· s(A) ~ s(B ). S.o A-~ B implies s(A) ~ :~(B). We have se.en· in 

Example 40.12(b) and Example 40.12(c) that A c B does not. necessarily 

imply s(A) c s(B). 

Exercises ·' · 

I. Let V be a vector space over a field K. If W-is. a subspace of V and U is 

a subspace of W, ·prove that U i.s a sub-space of V. 

2. Pro~e that the set of all sequences of real numbers converging to 0 is 

a subspace -of the IR. -vector · space S (see § 39, Ex. 5). W~at do you say 

about the set· of all conve~gent sequences, . all bounded sequences, ·all 

monotonic. sequences, and all sequences with at most finitely many 

·nonzero terms? 

3. Consider the IR. -vector space \1 of Example 39.2(c). Determine whether 

the following ilre subspaces of \1: the set of bounded functions, the set .of 

even functions, the set of integrable functions, the set . of .. monotonic 

functions, the set of functions with at most finitely many· points of 

discontinuity (all with domains 10~ II). 
' ' . 

4 .. Determine whether 
. 3 

[(a,[3,y) c!R. :Sa- 4[3 + 2y = 0} 

{(u,f3,y) E IR 3: Sa- 4[3 + 2y;;;. 0} 
{(a~[3,y) E Z11

3: Sa- 4[3 + 2y = 0} 

are subspaces of the vector sp;\ces indic;ued. 

5. Is (1,0,1) E IR. 3 in·t.he IR~span of {(5,4,1), (3,2,2)} -~ ~R_3? 
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§41 
Factor Spaces 

In the preceding paragraph, we discussed 'subspaces, which are the 
analogues of subgroups and · subrings. We now wish to discuss the- ana

logues of factor groups and factor rings. 

Let- V be a vector space over a field K and let W _ be· a subspace of V. 

Then W is a subgroup of the_ additive group y, and we can build the 

factor group V /W. The elements 9f V IW are co sets v + W, where v E V; 
the sum of two cosets v 1 + W and v 2 + W is the coset· (v1 + •·2 ) + W. The 

operation on VIW Is- denoted by "+~', but "+" design-ates in V fW an opera~ 
. tion distinct from -the addition in V. The question arises: is it possible to 

define 'on V /W a kind of multiplication by scalars so that V /W becomes 

a vector space over K? The most natural multiplication o is- to put 

a: o ( v + W) :::: a: v + W for all~ E K, v +W _E V/W. 

We prove that o is well 'defined. To this end, we must show that the 
implication 

u+W = v+·W -~ a:u + W =- a:v+_W (for all -a: E K, v,u E V) 

is valid. This implication is equivalen,t to 

1 u-vEW ~ a:u+W=av+W 

hence to 

_U- VE W ~ a:u- avE W. 

Since W is a subspace of V, it is closed under multiplication b~ scalars, 

hence a: ( u - v) E_ W whenever u - v E W. This prov'es that the above 
multiplication- o- by scalars is -well defined. 

:It is now quite straightforward to show that (V/W,+ 1K,a) is a vector space. 
For any a:,fl E If, u,v E V, we have· 

(1) ~;co ((u + W}'+ (v+ W)) =a: o ((u + v) + W) 

= a(u + v) + W 
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=(au+ av) + W 
. =(au+ W) + (a:v'+ W) 

=a:o(u+W) + a:o(v+W), 

(2) (a: +JI)o (u + W) =(a: +.l))u + W 

=(au+!)u)+W 

=(au+ W) + (l>u+ W) 

= a: o ( u + W) + 1> o ( u + W), 

(.3) (a:l>) o(u + W) = (a:l>)u + w 
= a:(l>u) +'W 
= a: o (I> u + W) 
~-a: o>(l> o (u + W)); 

(4) I "(u+ W) = I u + W 

=u+w. 

'(hus (V/W,+,K,o),is a vector space. 
. . 

We employed the symbol ."~" chiefly to efT!phasize.-that multiplication of 

the elements in V/W by scalar~ is distinct: from the_ m'ultiplication of the 
elements·. in V by. scalars. For_ ease: of ·notation, \Ve shall ·drop·".,'!. and 

write simply a:(u + W) instead of a 'o(u + :W). Also, we will write V/W for 
( V /W, + ,K ,o ). The following theqrem summarizes _this discussion. 

-
41.1 Theorem:,Let. V be a vector space over a field K and lei W be· a 

·subspace o/ V. Then the abelian group V/W is a· vector space over K if 

- multiplication by scalars ·is defined by 
a:(u + W)·= au.+'W · for all a .E K ~ u e: V. 

' . 
0' .. 

41,2 Definitiof?: Let V be a ve~>tor space o~er a field K- and_ let W be a 

subspace. of V. The K -vectOF space V /W. of 'Theorem 41.1 is called the 

factiJr spac8 ofy by W, or thefactm: space V ,mod(ulo) 'W. 

We· know 'that factor group~ (rings) are. closely· -related to homoinorph- · 

isms of groups' (rings); The same is. true for factor spaces~ 
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. 41.3 Definition: Let .V arid U. be vector spaces over the same· field K. A 
·mapping. <p: V _,. U is called a vect~r space homomorphism, or a K -linear _ : 

transformation, or. a K-linear .·mapping if ·. . . . 

. , (v1 + v2)<p = v 1<p + v2<p and (a:v)cp =:= ;(v~p) · 

for all ~l'v2·,v E .V,._a: E K,· When .there isno need. 'to emphasize the field of 

scalars, we speak simply of linear· transformations or linear :mappings . 

.. , 
More exactly, when. (V;+,K,-)·and (U,e,K,o) are vector spaces, the mapping 
q): .V _,. U is a vectOr space homomorphism provided 

. .. 
(v1 + v2)~p = y-1 ~p EB v2<p · a11d (a:v)9' =U: o (V!Jl) .. 

for all vl'v2 , v E V, .ct E_ K. Notic~ that the field of scalars of both vector 

spaces are the . same: A ·lin~ar · transformation from .V int~ U cannot be · 
defined if v 'and u ·.are. .v~ctor spaces over different· fields~ 

to be additive. So an· additive mapping .is jtist a group homomorphism 
from the group (V,+) into (U:+f A mapping ~p: .V _,. U such that (a:v)~p = 

. ix(v<p).for all v ~ V, a: € K -is;said.to be !Jomogene_ous . . A homogeneous 

mapping is one that preserves the multiplication by scalars. A mapping 
may be additive without being homogeneou~. and ·it may be pomogene
ous. ·with~ut being additive .. In order to. be a 'linear transfmmation, a 
mapping shoud be both additive. and homogeneous: . 

A vector space homomorphism is tl1erefore a homomorphism of additive 
groups w?-ich preserves multiplication by scalars as well. This observa- · 

tion enables us to use the. propertie~ of.: gro~p homomorphisms when
ever we . investigate vector spac~ homomorphisms, 

41.4 Lemma: Let v_ and U be avector spacer over a field K. 'A fu~·~·tiori 
~: V _,. U is a K-linear rndpping if.and 'ol}lY· if . . 

. (0:'\ri + ~~z)<p = a:(vl<p) + ~(vz<p) 
for all a:,~ E K, vpv2 E .v; ·, 

-) 
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Proof: lfrp is a K-linear mapping and a.,l3 E. K, v 1,v2 E V, then 

(a.v1 +13v2)rp = (a.v1!rp + (13v2)rp ~ a.(v1rp) + 13(v2~p) 
since rp is additive and homogeneous. Conversely, if we have (a. v 1 + 13 v2)rp 

= a.(v;~> + p(v2rp)for all u,13 E' x; v!'v2 E V, then, choosing a..~ 13 = 1, we see 
that rp is additive. and choosing 13 = 0, we see· that"rp is homogeneo'us. · o 

41.5. Lemma:· Let V,U be a vector spacer over a field K. and Jet rp: V..:.... U 

be Jl vector .~pace :honiomorphisin. 

(1) ·orp :::: 0. · · 

(2) (-v)rp ~.,.. (vrp) Jor all v E V. 

(3) (u 1v1 +u2,;2+ ... +anvn)rp = u 1(v1rp)+ alv2rp) + .... + a./vnrp)for,all 

a.l:a..2, ~ .. • ·~n E K and for all vl, V2; ... , vn E v. . . . . . . 
(4) (nv)rp = n( vrp) for all 11 E 1. 

·. 
Proof: ( 1),(2),( 4) follow respcctiv.~ly. from (1),(2),( 4) of Lemma 20.3 and 

. ·:. . '. 

(3) follows from Lenima 20:3(3) by the homogeneity of rp., or from 

41.6 Examples: (a} Let K be a field add let rp: K 3 -'--' K2. Then 
• 

1 
, .· (X,Il,,V)-+ (;i.,Jl) 

(u(X,J.!,v) + 13(X',Jl ',v'))rp' = ((uX;u)J,aV) + (f3X',f3Jl ',f3v'))rp 

=((aX+ f3X~, UJ.l + f3Jl -~ ~v '+ f3v'))rp 

. . 

. = (uX,u11) + (f3X',J:lJ.l ') 

= <~(X,Jl),+ J:l(X',Jl') 

= u((X·,Jl,v))rp + J:l((X',Jl ',v'))tp 
. . ' 

0 

I. 

for·all u,J:l E K, (X,Jl,v), (/,',Jl ·.v:) E K 1. l.Iencc <pis a K-lincar iransformation., 

(h) LctK be a fickland let rp: K 2 -~ k 2 . ·Then 
(X.J.!)-+ (Jl,X) 

( u(I,,Jl) + J:l(ll ':Jl ') )rp = (( ull_.<~ 11) + (l:l/, ',J:lJ.l ~) )cp = ((<J), + fD,', up. I ·f:lll.) ):p 

= (u)J + J:lJ.l', oX+ J:ll,') = (u)J,u~) + (J:l~',f:l/~-)= <1(p,i.) 1 J:l(Jl',i,') · 

=' <i((X,Jl)}p t J:l((i,',Jl ')):p 

for all ~~.J:l.E K, (I.,Jl),(X',Jl') E K 2. !knee rp is a ycctorspacc honwnwrphi'>m . 
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(c) The mapping cp: C 1([0,1]) -- ~ is ~-linear, because 
1 

_ . . . , f -- A:;) 
I . . 1 1 1 · 1 . · 

<a.t + t3g)cp = <a.t+ f3g><z> = <a.fl<z> + <f3g)(z) = a.(f<z)) + f3(g<z>) = a.<fcp) +·f3(gcp) 
... . ., 

for all a.,f3 E ~,f.g E C 1([0,1]). Likewise, for any y E [0,1], the mapping 

· cpy: .C1([0,1])-.:. ~ 
f f(y) 

is ' a vector . space homomorphism. 

(drLet V,U be vector spaces over a field K and let W be-a subspace of V. 
If cp: V --+ U js ·a vector" space homomorphism, then its restriction 

· cpw: W: U 

to W is also a vector space homomorphism, because 
(a.wl + f3w2)cp = a.(wlcp) + f3(w2cp) 

for a~l a.,~ E_K; w 1,w2 E W, as this holds in fact for all a.,f3 E K,wi,w2. E V 

(Lemma 41.4). / 

(e) Let V,U be vector spaces over' a field K and let K1 be a field contaim;d 

. in K: Then V ,V are vector spaces over K 1, too (Example 39 .2(f)). If 
cp: V --+ U is a K -linear mappi1,1g. then cp is also a K 1-Iinear mapping, 
becaus.e · (aw1 + f3w2).p = a.(w1cp) + f3(w2cp) . . · 

for all o:,f3 E. K1, v 1,..::2 E V, as this h?lds infactfor all· o:,f3 E K, v 1,v2' E V 

(Lemma' 41.4). 

(f) The map.ping '{: C2([0,1]) --+ C([O,l]) is a vector space-homomorphism 
y-- y":..5y'+6y 

because · 
(a.yl + t3y2)T = (a.yl+ 13y2)"- 5(a.Yr + f3Yi + 6(a.yl .+ f3y~)' 

= o:y(' + ~y2" - 5(a.yl' + h2') + 6(cxyl +f3y2) 

= cx(yl, - 5yl, + 6yl) + f3(y2" - 5y2' + 6y2) 

= ~(.YtT)+ f3(y2T) 

for any cx,f3 E ~.yl'y2 E C 2([0,1]). In the theory of ordinary~ differential 

equatio-ns,. this mapping is called a lir.ear differential operator and is 

usually denoted by D 2 - 5D + 6. 

In the rest of this paragraph, we establish the counterparts of ·certain 
theorems discussed in §§ 20, 21. 
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41.7 Theorem: Lr:t V,U,W be a vector spaces over a field f\. Let.cp:V..,.. U 

and IJl: U '-. W be vector space homomorphism's. Thew the composztwn 

mappi_ng cpiJl: V --+ W is a vect~r space homomqrphism from V in/o W.-
. . . -

Proof: cpiJl is a group· homomorphisll} (is adctitiv~) by Theorem 20.4. A;lso 

(av)cp'l' = ((av)cp)IJl = (a(vcp))IJl::::: a((vcp)IJl) = a(v(cpiJl)) 

. for all a e: K, v e: V, hence cpiJl is homogeneom;. Thus cplji is a vector space 

·homomorphism. - 0 

41.8 Theorem: Let V,U be a vector spaces over ·a field K and let 
' . . 

cp: V-- U be K-linear. Then· lm cp = ( vcp e: U: .v e: V} is a subspace of U and 

Ke~ cp = (v E V: vcp = 0} is a subspace of v .. 

Proof: lnj cp is a subgroup of (U ,+) by Theorem 20,6. Also, if u e: Im cp 

and a e: K, then u = vcp for some v ~ V, so ~u = a(vip) = (av)cp, so awE,hn cp. 

Thus lm cp · is closed under ·multiplication by saalars. Therefore I m cp is .a 

subspace of U. 

Ker cp is a subgroup ~f (\;;+),by Theorem 20.6 .. Also, if vi=: Ker·cp and a e: K, 

tlicn vcp = O,.so (av)rp = a(.vcp) = aO = 0 by LeJ:tlma 39.4(6), so av e:J~er cp. 

Thus. K er cp. is closed under multiplication by_ scalars. 'Fherefore K er cp is a 

subspace of V. 0 

' 

· 41.9 Definition: Let V,U be a vector spaces over a field K. A vector 

space homomorphism ·rp: v-- U is ~ailed avecto_r space .is~morplzi.~m ifrp 

is one-t?-one and onto,. If th6re i~ a vect?r space isomorphism from V 

onto U, we say V is. isomorphic. to U, and write V = U. 

So a vector space isomorphism is ;~n additive. sroup .isomorphism which· 

preserves multipl~cation by sqlars. We . use the sam~ ~ymbol "='=" for 

·isomorphic vector spaces as for ·isomorphic groups. This wjll not lead to 

confusio-n. When ther~ is any danger of confusion, we w!Il state explicitly 

whether we mean vector space. isomorphism' or group 'isomorphism. 
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41.10 J~emma: Let V,U ,W·be a. vector spaces over a field K and let 

cp: V- U and cp: U- W be vector space isomorphisms. 

(1) Thf! ~ompositi~n cp 1Jl: V --+ W is a vector space isomorphism from V 

onto W. 

(2) The inverse cp -1: U --+. V of cp is a -vectdr space· isO'morphism from U onto 

V. 

Proof: (1). cp1Jl is a vector space homomorphism by Theorem 41.7, and cp tji 

·is one-to-one and, onto by Theorem 3.13. So q>1Jl is a vector space .iso-

morphism. '· 

(2)cp-1: u'--+ V is an isomorphism of additive groups by Lemma 20.11(2). 

We have only. to show that cp -1 preserves multiplication by scalars. ·Let 

u e: U and· a E .. K. ·Then u, ~-vcp for some uniquely determined v E: · V; 

nanieh v= ucp-1• Since (<X'v)cp ~.a:(~cp) =·au, we have (a:.u)cp-1 = a:v. Thus 
(au)cp-i = a:v= a:(ucp-1) .. So cp-1 preserves, multiplication b)' :scalars. . o 

As in the case . of gr~ups, we see that 
v~v. 

if V ~ U; then U ~ V,. 
if V ~ U and U ~ W, then V ~ W 

for all K -vector spaces V, U, W, where K is . any field. Thus ~ is an 

equivalence relation, bu~ me must refrain from saying. "on the set of K- : 
vector spaces". 

In view of the symmetry property' of -, it is legitimate to say that V and 

U are isomorphic when V. is isomorphiC to U.~ 

41.11 Theorem: Let V be a vector space over a field K and let W be a 

subspace · of V. Then ·the mapping 

v: V--+ V/W 
v-+.v+ W 

is a vector space homomor:phism. It is onto VIW: Also,Ker v,; W. :(This 

mapping v is called the natural or canonical homomorphism from v onto 

V/W). 



Proof:' v is an additive group. homomorphism from V. onto V ~~- such 

. that Ker v =W (Theorem 20.12). Since (<!v)v = a:v+ W = a:(v+ W) =,o:(w) for 

all 0: E:: K, r E v, we see that v.. is a vector space ho·momorphism. D 

41.12 Theorem (Fundamental theorem on !Jomornorphisms):' Let 
K be !! field. Let V,V1 be K -vectpr spaces and ·let q>: V'-;--> V 1 ·be. a vector 

space.homomorphism. Let W = Ker,rp and let. v:' V;_, V/W be the assoCi-' 

ated natural hoinomorphism: 

Then there is a vector. space homomorphism 1p: V /W '-+ V 1 su'fh that 

Vljl = q>. 

Proof: From Theorem 20.15, we know that lj):V/W---+ V 1 is a well defined, 

v+ W---+ vrp 

one-to-one homomorphism of additive groups with v1p = rp. For all a: E K, 

v E \1, we have (u(v'~ W))~p = (uv+ W)~ = (a:v)rp = o:(yrp) = a:((v+W)~p), so~p-
is homogeneous· and . is· therefore a vector. ~pace_ homomorphism. o 

41.13 Theorem: Let V,U be vector spaces overa field K and let rp: v . ..:.... U 
be- a vector space homomorphism. T lz en . . , . . . 

. . V /K e r qi =:: lm q> (as vector spaces). 

Proof: From Theorem 20.16 and its prpof, we know that 

~p:\1/Ker q>---+ Im q>. 
v+'Ke.r rp-- vrp · 

i's ·an isomorphism of additive groups,_ thus V/Kerrp==:·Jm rp _as' groups; 

and ~p is a vector space homomorphism by Theorem 41.12. Hence 

."':V/Ker rp-'---> /m rp is a ve_ctor space isomorphis~ m1d V/Ker rp =:: lm rp as 

vector spaces. - o 

41.14 Theorem: Let V,\11 be vehor space.\.' over a field K and let. 
I ---- . 

rp: v-+ VI be a vector s/wce lwmmniJrphism from. v onto v,.-. 
(I) Each. subspace W <if V li•it/z- K er rp !:: W is mapped to d subspace ~~r 1'1. 

whtch . will be denoted hy \¥1• 

(2) lf W,U 'itre subspace.\· t!{ V with' Ker rp !:: W!:: U, _then W
1 

!:: U
1
• \ 
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. (3) If W,U are. subspaces of V with Ker rp r;;, W ~nd.Ker rp ~ U; and if 
·W

1
r;;U

1
,then Wr;;U. ; _ .. ·. . . 

· (4) If W,U are subspaces oj V with Ke~ rp: ~ Wand Ker rp. ~ U~ and if 
w;=ul' then W= U. . . ~ . 

(5) If S is any subspac.e of V1; then. there· is a subspace W of V such. that 

~Ker rp ~ _w and wl =· S; ' . ' ' . ' : 
_(6) IfU is a subspace o[V with Ker rp ~ U, then V/U ~~ V1/V1 • 

. Proof: (1) For each subspace W of V withKer rp s: W, V:'e put Wi = !m rpw, 
' . . ' . . . .. . . ' . ' . ) 

as in Theor~ni 2q. ~hen W1 is a subspace of V1 by Theorem: 41.8: and 

Example ~1.6(d). 

(2);(:3},(4) These .follow,· from parts (2),(3),(4) of· Theorem 21.1· on 
regarding the: subspa'ces merely as additive subgroups. 

'' 

(5) From.The~rem 21.1(5) and its pJipof we know that· 
W :,;, {wE V: Wrp e .S} is~ subgroup of (V,+) withKer rp ~- W ~nd W1l= s: 
.For any <X .E K and wE W; we have wrp E S, :so cx(wrp) E S, so (cxw)rp E S, so 
. ex w e . W and W is in fact a subspace of V. 

I 

(6) Let v':Yf---: V1!Ui be the natural homomorQhism.~ Then v' and 
rpv': v,:.... V1 .- V1/U 1 are vector space ho!llomorphisnis (Theorem 41.11, 

Theorem 41.7) With 'Ker ci>v' = U and}m rpv.':, V1/U 1 (Theorem '21.1(6),(7)). 

Hence, by. Theorem 41.13~ ~e have th~ vector· space isomorphisn,t· 
V/Ker rpv' ~ Im rpv' 

.· V/U ~ Vl/Ul. 0 
. . \ 

· '· ':41.1.5 Th~orem: Let V be a vector spac~ over a ·.field· K and iet W be a 
subspace of V. The subspaces of V/W ~re given by U/W, where U runs 

through.< the s.ubs[wce~ \of .v containing W. In other words, fo,' e~ch 
subspace X of V/W :: th~re is a unique subspace • U of y such that W r;;, • U 

qnd X= U/W. When X1 a_nd X2 are subspaces of V/W, saywith X
1 

='U
1
/W. 

imd ~ = U2/W, where Ul' U2 are subspaces of V containing W, then . 

-~ X't s: X2 if anc!only if Ui r;;, Ur Furthermore, there holds. 

. . V /W / U /W ~ V /U (vector space- isomorphism). 
\, "/ I 

Proof: The natural homomorphism v: V .-. V /W is onto by Theorem 
41.11.' We may therefore apply Theore~ 41.14. This· theorem states th,at 



any subspace ,of'V/W ·Is of the'form)m v~ fQr some subspace U of'V with 

Kerv~ U. Now 
_1m "u = {uv £ V/W: u £ U} , 

= .{u + Wt .V/W: u £'lJ} = UIW • 

. and K er v -= W , by Theor'em , 4 L I I. Thus the subspaces .of V /W are given 
by. U fW, where . U 's . 'are . subs paces . of- V. containing W. By . Theorem 
4L14(2),{3),(4), U/W r;;, U 2/W if and only if-l/ 1 r;;, U 2 , and UJ!W;r. U 2 /W 

whenever- U 1;e U2 • Finally, by Theorem 41.14(6) . 

V/U:::: {m vvllm vu:=V/W /,U/W· as vector spaces. .0 

41.16 Theorem: Let V-be a 'vector space .Over a field K and let U,W be 
. . 

.subspaces _of V.- Then .U n Wand U +Ware subspai:es of V and 1 

W/U n W. =::. .U,+ W/U , (~e~tor space isoinor,p~zism). 

Proof: U n W. is a subspace of V by Example 40.6(g). Aiso,_ U + W is ·a 

subgroup _of (V,+) by Leinma' 19.'4-·and, for any a £ K, v £ U + W. there are 
u £ U and w £ W with v = u + w, so _that . . ' ' 

av=a(u+w)=au+a~£ U+-W 

sinc.e au £ U and a w ·£ W; and so U +. W is closed under multiplication by. 
·.scalars .-and U + W. is a ·subspace' of V. 

. . 
We consi9er the restriction 

: vw: W_~- V/U 

toW of the natural homomorphism v: v_ .... V/U. By Theorem 41.11, ·v,is a 

-vector s~ace ·.homomorphism; b~ Example 41.6_(d)·, vw ,is a vector space 

· homomorphism, · so 
'W}K er vw · =::. lm -vw (as vector' spaces) 

I/ •. •. , ,. ,, ' 

according to Theorem 41.13 .. From the proof of Tht;!Orem 21.3, we. know 
that K er Vw =. u·n wand Im Vw =:= u + w /U. 'as may also be. es~\lblished 

directly. Hence. 
' 

. W/U dw ~ u:+w fu. 0 

Ex-ercises 

1. Let V be a vector ·space o~cr a field K and let W be a subgroup of the 

additive gri:{up (\!_,+). for all 'tx ·in K and • for all v + W in the factor group 
. I 

' ' 

"'( 



" V/W, we write a. • (v + W) = .a.v+ W. Prove that (a..~+ W)-+ a •(v +. W) is 
a well defiri:ed mapping fro_m [( x (V /W) into V /W if a~d only if W is a 

. •' 

,/ 

subspace pf V. 

2. (cf. §20, Ex '14) Let cp: V c.... V1 be a vector space hol?omorphism, :le.t W 
be a subspace' of V ·such that W <; Ker cp,_ and let :v:X-+ V/W be the 
assoCiated natu'nil homomorphism. Show .. that 'there is· a vector space 
homomorphism lj): V/W-+ vl such that Vlj) :;= cp and Ker"' = (Ker cp)/W. 

What h.apperis . when we~ drop the con~ition W <; K e,r cp? 

.. 
. ·. 

.. I 

500 



:§42 
Dependence and Bases 

The. span s(A) -of a subset A 'in vector space V is a subspace of V. This ·. 

span may be the whole vector space 'V (we say then A spans V). In tliis 

paragr~:ph, ~e study· subsets A of V which s·pari V and ·which are most 

economical in the sense that .any proper subset of A spans a proper 

,subspace of v. 

We· begin with a definition that will be important for everything ·in the 

sequel. 
\ 

42.1 Definition: Let V •be a vector space over a field K. A finite number 
. . . ~ 

of vectors v 1,v2, ... ,vn in \1 are caJied linearly dependent over Kif .there 

are scalars a: 1 ,a:2 ,: .. ,an in K, not all cif them being zero, such that 

a: I vi + a:2 v2 + ·~. +.an vn = 0 
(here 0 is the zero vector). If .VI, v 2' ... , vn are not linearly 0 de~endent over 

K, then v
1
, v 2, : .. , v

11 
are said to.·be lilzearly independe1zt over ·i. · 

A finite subset A of V is called· linearly depeiulent (resp. linearly inde

pendent) over Kif the finitely many vectors in A are linearly dependent 

(resp. line-arly iridepef!dent) over K .• 

An infinite subset A of V is called linearly dependent over K-if there is a 

finite subs~t of A which is linearly dependent over K. An infinite_ subset 

A ·of V, is called linear-ly independent over K if A is not linearly 

dependent over K, i.e., A is called 'li~early. independent over K if every 

finite subset of A is linearly independent over K. 

In place of the phrase "linearly (in)dependent' over K", we shatl·also use 

the expression "K-lincarly (in)dependcnt". When the field .of scalars is 

Clear from. the context, we drop. the phrase "over K"· or the prefix "K -". 

Acco'rding to our definition, the vectors v 1,v2 , .... ,vn _of a vector space ~>Yer 

K are linearly independent over K pr(>Vidcd · 
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;· 
I 

1K . . . . 0 ·~. ' 0 al,a2, ... ,an€ ,alvl+a2v2+·.~•+anvn=. a·l=a2=···=an=. 
Thaf is to say, v

1 
;v

2
, : • • , v:-n are If-linearly independent if t~e ·vector iero · 

can be written. as a. linear. combination of vi ,v2, '.: 'vn• only in the: trivia~ 
· w~y where the scalars are zero. ' 

. I , . . . I ·. • . 

42.2 Examples: (a) -Let V be a vector space over a field K and let v be a· 

rionzero vector in V. Th~n av = 0 implies o: = 0 (~emma 39.4(1.0))·, Hence 
. ' . 

v (and {v}) is linearly. independent over K. On the other hand, {0) is 

linear!~ depende~t over ~ because 1.0 = 0 a~d .1, ~ 0. 

(b) . Consider the vector ~pace Q 3, over 'U>.' The vectbrs l1 ·= (1 ,0,0), v = 

(0,1,0), w = (0,0,1) of 'U> 3 ' are linearly independent over 'U>, for if o:,~;y E K 
·.and i:n1+ ~v + yw = p,. then· 

a(1,0,0) + MO,l,O) + y(0,0,1) = (0,0,0) . 

(a;o,o)·+ (o,~,O) + (O,O,y) = (0,0,0) 
- (a;~,y) = (0,0,0) 

a;==~= y = 0. 

(c) .More genei:ally,:~the vectors u 1 = {1,q,·.,. ,0)~ u2 ~ (0,1, ... ,0), ... ,un = 

(O,b, ; .. ,1) in the vector space Kn over a. field K are l.inearly . independent .· 
iover K: if O:l'(X2' ••• ,<Xn € K and . o:lu I + 0:2U2 + ... ·+ anu n = 0, then 

o:il.,o, ... :D) + o:2(0, 1, ... ,0) + · ·; + a/O•?• ... ,1)· ~ (0,0, , . : . , 0). 
(o:l'O, ... ,0) -h(o,a;, ... ~0)._+ ······+.(0,0, ... ,o:n) = (o~o •... ,0) 

• . (o:i,<X2, : .. ,an) = (0,0; ;.,,0). 

' 
The. reader is . p~obably 

a = a 2· = 1 • • • = o: · = 0. . , I . n • 
acquainted with the vectors U I, u2 , ~ 

3 in the 

vector space IR3 over IR under. the' names T,'], 7L 

(d). The ~ectors (1 ,0) and (-1 ,0) ·in .the 1R -vector ·space IR ·~ are linearly . 

dependent over IR. because 1 ~ 0 in 1R and 1(1,0) + 1(-1,0) = (O,Q) = zero 

vector :in IR 2 . 

(e) Let V be a vector space over a field K -and let v 1 ,v2, • :. '~n .be veGtors 
in V which ,are linea~ly independent _over K, Then any nonempty subset 

·of {v:1,v:2, ... ,v} is linearly independent over K. In fact, if, say, v
1
',v

2
: •. • ,v .' n .. , l .·m , 

are. lineariy depen~ent ·over K (ni < ~), _then there are scalars · · 

o:l'o:2, ... ,am .in K, not all' equal to zero; such that. 

. . . .. a! V:J + a2 ~2 + · .. ; + am vm = 0; ' 

'502 



. ·hence, when we put (in case_ m. <: n) a:m+l =;= ·' •. := a:~.=:= 0,_ w~ o~tain 
~ v +0: ~\ ... +0: v +a:.·,:, +-~-+a: v =0 

· I I 2 2 · m ·m·. m+l m+l - · _ n n _ ~ .. . . 
where not. all· of. a: l'a: 2, ... ,a:ni,a:n+ I' . · .. , a:n are equal 'to· z'ero, contradicting 
the assumptipn t,hat VI, v2, .·; . , v~. are linearly independent over K. Thus 

. . 
any nonempty subset of a linearly-independent finite set :Of vectors .is 

linearly. independent. But this• statement_· is tru,e also foe infinite lihearly 

independent sets. Indeeq, let A be· an. infinite linearly independent 

subset of v. and let B 9e a. nonempty Sl)bSet ~f A. If B is finite, then B i~ 
linearly· indt!'pendent by -definition. If B .is infinit~, then. any. finite· subset 

of B, being. a finite subset of A, is· linearly independent over K and hence 
B itself is linearly independent over K~ Thus we have shown that eve r.y 

nonempty subset • of a linearly independent set of vectors is linearly 

independent ... Equivalently, aizy ·set of vectors containing a linearly - . . . ' . 

dependent subs'et is lineiuly dependent. 

(f) Let V be a vector. space oxer a field K. and let A be a subsec of \1 · 

containing 0 E \1. Then A, is linearly dependent over K by_ Example 

42.2(a) and Example _42.2(e). Alternatively, just choose a finite number of 
·vectors vi' v2, ••• , vn from A including 0, say v1 = 0 imd observe that 

1 ~1 + Ov2 + ... + Ovn= 0, 
so thai v1 ,v~, .;.',vn are linearly dependent over K and consequ~ntly A, 
·too,' is linearly deP,encient over K. · ' 

(g-) Let V_be.the vector space C 2 over C. The vectors \1,0), (-i,O) in \1 arc 

linearly depende.nt over C, because , 

i(l,O)_ + 1(-i;O) = (0,0) ~zero vectm: in \1. 

However, when V is regarded ·a~ an IR -vector spac~, these two vectors 

are not linearly dependent: if a:,~ E IR and a:(l,O) + ~(-i;O) = ((),0), then . 

(a:-- f3i,O) = (0,0), hence the complex number 0: - ·f3i is equal to 0, so a: = f3 
= 0. Thus (1,0), (-i,O) are' linearly dependent over C, ·but linearly 

independent over IR. This example shows that the field-- of scalars must 

be specified (unless it is. dear from the context) whenever one disctJsscs 

linear (in)dependence' of vectors. 

(h). Let V be a vector space over a field K and let v 1, v2, .. : be- infinitely 

many vectors in V. ~he linear dependence of vl'_v2 , .· .• ·.does not mean 

that there arc scalars a: 1 ;a: 2; .. . , not all equal to zero, such that · 

"' La: kvk ·= O. 
k=l . 
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. This equation ·rs meaningless,. for its left· hand .side is not defined. What 
. ~-. . n 

is defined (Definition· 8.4) is· a sum' L o:k vk of a fi~ite number· n pf 
. . . . ·, : . k=l / . 

ro. 

vectors vi' v 2, ,. . , , vn in V. The definition of I, ~k vk would .im:olve some 
k=l . . 

· ·limiti~g proc~ss, and this is not possibie in· an arbitrary vector space .. 
~ . . ·. '. . . 

·(i)'Consider the vectOrspace.C 1([0,i]) over ~·(Exa~~le 40.60)). The. 
functions f: [0;1] · .... ni. and g: [0,1] -+ ~;where f(x) =ex and g(x) = e2x for 

. all X i~ [0,1], are vectors 'in C 1([0,1]).We claim that fand g a're linearly 
ind~pendent ~ver ~ . .To. prove this, let us ~ssum.e ,o::~ E ~·and o:/ + ~g r:::: 

zero vector in C1([0,l]). The zero v~ctor in C 1([0,.i]) is. the .fu.nction. 
• • ' • , , - • • J . I 

z: [q,tl -+ ~ such that z(x) = 0 for. all X in [0,1]. Hence. . 
(o:f + ~8)(X) = 0 for all X E [O,'!L 

. --; df(x) + -~g(x) = 0 for allx E [0;1]; 
I t \ ', 

.· , o:ex + ~e2x = 0 for all x E {0,1]. 
Differentiating, we· obtain 
. ~ex··+2~e 2x=0 forail.XE[O,l] . 

. We ha~e thus ~e2X =- o:ex =-2~e:2x for-~ll·x E [0,1].. ~ence fl:,; o; so 0: = 0. 
Therefore /and· g ate linearly independent oyer .~. . . 

(j) Let V :be a vector space over ~ fie11 K a~d let y1, vi· be ve~tOrs in V 

·which are linearly deperioe~t over·,K.' Th~n th~n,; are 'scalars o:,~· E K, no.t 
both zero; .such :that o:v1 + ~v2 = 0. If, ~ay, o:.;: 0, then o: has an i~vei:se o:~1 . 

~~ K and we. obtain v
1 

+ (~-l~)v2 = o:-1(o:v1 + ~v~) =::: o:.:10 ~· 0~ ·so . ·. 

. · . . . · v1, = yv2 . . . 

if we put y = -o:~~~~ So v1 is a scalar 'i'uultiple of v2• Conve~sely., if v1 an~ v;. · ' 
ate vectors in .V and ·if ~me ,of them is a scalar multiple· of the. ·other, for 
_instance if v 1 = yv2 with some Y E K, then h"1 + ("-y)_v2 = 0 and vi:,v2 are 
linearly' dependent over K. T~us the linear dependence of two . vectors 
means that one oi them· is a sc~lar multipl~ of .the other. 

• •• I 

We generalize the last ~xample. . )' 

42.3 ·Lemma: Let V be a vector space over a field K and let vi' v 2, . ~ ·. , vn 

be n vectors in l(, where n ;;;. , 2. These .vectors are lf~early dependent 
over K' if and only if one. of them is. a K-linear combination. of. the other 
vectors. · · 
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\ Proof: We first assume that :vl':v2, . .. ,v11 ·a~e linearly dependent' over K. 
- I . ' . . . 

Then _there are scalars o:I ,o:2, , .. ,o:n' n~t all of them zero, such that .. · 

ui:vi + o:z:v2 + ··· + o:nvn = 0. 

To fi~ th~ ide?s, let us suppose o:I ~- 0. Then o: 1 lia~ an, inv:erse .fl.j"I in K 

and. we obtain o:j"I(o:1:vi +o:2~i + .,. + o:nvn) = o:!10 = 0, 
. ' ·-I .. - . -I . . 
:vi + o:I o:2 vz- + '· ·. + ~ o:~vn :::== 0, 

• 1 . . v ·= y v. + ... + y v . 
. . I · 2. 2 · · n. n . 

where we put y. =~o:j"Io:.rE K (j = 2,: . . ,n). So: :vi is a K,.-linear combination of . 
. J J . . . . . 

the. V~CtOrS :v2 , •. ·: Vn. . . · \ . 

Conversely, Jet us suppos~ that OI1e .of the .vectors; for example ':vi, is.a 
• liQear combination. of. the rest, so tb:it. there are scalars 'o: 2~.: .. ,o:n E. K such. 

that 

. Then: we get o:I :VI + 0:2 :v2 +. '. -l; .. o:nvn == 0 
when we· write o:I =::-L SiQce ~I =-1 ~ 0, we see tha~·:vl':v2 , .: .. ,:vn are 

linearly dependent over K. o · 
! • 

A vecto~ space .over. a field K can be spanned py many subsets . of V. 

Amo~g the subsets of V -which sp~n V, we want to find the ones with the 
least number of dements .. The .next two theorems, which are converses 

• • • • • J • • • • • 

of each other;_ tell 1-iS that "!iJtearJy dependent subsets are not Useful for" 

this purppse. 

42.4 . Theorem: Let V be a vector space over a field K rnd let A be a 
izonempty subsei of. V, If. A is. linearly dependent· ~ver·· K, then there is a 
proper subset B of A· such, that sK_(A) = sK(B): 

II' ·'. 

Proof: Suppose A is K -linearly . dependent. If· A 'is' infinite, then, by 
definiti.on, ·there !s a finite linearly dependent subset. A

0 
·of A~ If A is 

. finite, let us put ~ 0 ·= A. Hence, in both cases,. A 0 is a finite linearly 
'dependent subset of A. Let A0 = ( :v0,:vi,:v2, • .". ,v } . 

. ·:. . · .. _, , . . n 

We first dispose ~f the trivial case IA01_= r,v = A0. In this case we have n . 

= 0 and A0 = ( :v0}, so :v0 = 0 .by Example ~42,2(a), so ,Ao = { 0}. Thus 

, . (0} ,= A0 ~A ~ fK(A) ~ V = A0 = (0} 
and s K(A) is equal to th,e K-span of the proper subset B ~ 0 of A. 
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~Suppose now IA0~;;;. I or IA 01 =I but .v ~ A 0 . Then··we may and do- join 
·' nonzero vectors v 1, v2, •.. , v n to A 0 without disqubing the line'!r 

dependence and finiteness- of A0• One of the vectors v0 ,vl' v2, •.. , v.n, which 
we may assume to be v:0 witliout loss of .generality,_ is a K -linear .. combi~ 
nation· of the ot~ers (Lemma 42.3). So·· there are scalar~ a:l'o: 2, ... ,o:n such 

that. 
·' 

··we will' show th~t v
0 

is redunt~nt. We put B =A\{-v0 }. Then B is a proper 

subset of A and sK(B) k: sK(A), We prove sK(A) k: sK(B). 

-Let v € sK(A). Then there are vectors wl'w2 , ... ,wm in A and scalars , _ 

~~ .~ 2 •..• '~m inK s~c~ that_ . 

V= ~iWI + ~2W2 + ... + ~~Wm. . 

Here _we may suppose that, w 1 ,w 2 ,_ ... , w m are pairwise distinct(if w 1 = w_i•, _ 
we write (~ 1 + ~ 2)w 1 instead of ~ 1 w 1 + ~2 w 2, etc.).. · 

,• <" . . 

If none of the vectors wj ,iv 2 , ••• , w m is equal to v 0 , then v is a K -linear 

combination of-the vectors w!'w2, ... ,w~ inB, so v€ sK(!J). 
. '. . ' . . . . . . . 

If one of t~e vectors.w 1,w2 , ... ,wmis equal to v0, for instance if :w 1 =_v0, 

then we.~ave . -v=-~1w1 +~2w2 + .. _. +_~mwm _ 

= ~I (a: I VI + O:z v2 + .. · + ~n ;n) + ~2 w 2 + .. · + ~m w m , 

. =~~a: I vi +~~I o:2 v2 + .. · + 131 o:n vit + ~2w2 + .. · + ~mwni, 
so vjs aK-linear combination of the vectors v,!'v2, .·,.,vn,w2, ... ,wminB = _ 

· A\{v0 } .(some vi might equal a wi' but this does not matter~, so v € sK(B). 

In both c'ases; v € sK(B). Thus sK(A) k: sK(lf) and sK(A) = sK(B), as was to be 

proved. 0 

·.' 

-42.5 Theorem: Let V be a. vector space over ·a field K and let A be ·a 
noruimpty subset of V. If ihere is a proper subset B of A such that sK(B) 

· = sK(A), then A is linearly dependent over K. 

Proof:- We first dispose of the trivial case B = 0. If B = 0, then 
. . -0 ~A ~ sK(A) ~ sK(B) = sK(0) = {0} . 

. . ' 

gives A := (O}'and A is K -lin~arly dependent by Example 42.2(a}. 

Suppose . now B ~ 0 : Sin~e B c A, there is . a vector v in A \B. From 
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- vE A_s;;; sK(A)=sK(B); we conclude that there are vectors w 1;w2, ••• ,wm in 

B and scalars ~ 1 .~ 2 •... • ~m in K with, . 

' v.= ~1 WI+ ~2w2 + ·•• +~mw m·· 
So the vect()r v in A is a K -linear combination of the vectors w 1, w 2, ' ... , w m 

· and the subset { v, w 
1 
,w ;.-- .. .', w m)- of A is K -linearly -~~pendent by· Le~uila-

-42.3. From Example 42.2(e), it follows that A 'is K -linearly dependent. o 

Th~ last ·two theorems lead us to consider linearly independent subsets 

of V ;panning V. Whether an arbi-trary vector space does have such a 

subset will· be discussed later. We give. a name_ to the subsets in question. 

42.6 .Definition: Let ·v be a vector space over a field K. A nonemp_ty 

subset B of V is called a basis ~~ V over K, or a K-basis of V, if B is 
linearly independent over K and spans V over K (i.e., sK(B) = V). By con-

vention, the empty. ~et 0. will be called. a Kcbasis of the vect~r space {0). 

42.7 Examples:·(a) Consider. the veetor spate Kn ·oyer a field K. The 
vectors· u 1 = (1 ,0, .. : ,0), u 2 = (0, I, ... ,0), ... , u = (0,0, ... ; I) are lfndrly 

. . . . ~ . . n -
· independent over K (Example 42.2(c)). Moreover, { u l'u2,·. ~. ,u.n) ~pans K~ 

over K because any vector (a 1:.,a2, ... ,an) in K_n is. a 1(-lfnear combination 

.. alul +,aiu2 + ... +anun.' . . 

of t~e vector_s u;,u2 , ... ,u~. Hen~e {ul'u2, ... ,un)._is a basis-of Kn overK. 

(b) Let V ={hE C 2([0,I]): lz"(x)- 3h'(x) + 2h(x) = 0 fbr all X E (O,I]). Th~n 
. V is an ~ -sub~pace -of C 2'([0, I i), as -can be· .verified directly and_ also 

follows frpm Example 40.6(k). From the ~theory of ~rdinary _diffe~ential 
. equations, it is known that every function in v (that .is, every solution of 
• y" - 3y' + 2 = 0) can be wrjtten _i? _the fofm c / + c2g, where c l'c2 E ~ and 

f(x) ::= ex,g(i) = e2x for all x ~· [0,1]. Thus {f,g) spans V over-~. Also, ({,g)_ 

. is linearly independent over ~- by Example 42.2(i). Hence {],g) is an ~ -

basis of V. 

42.8 Theorem: Let V_ be a vector space over a field K and let B 
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= ·{ v1,v2; ... , vn} be a none"!pty subset of V. Th~n B .is a. K-basis of V if and 

~nly if ·every element -ofV can be .writien in the form · 

• 1 

. ' 
-in a unlque way (i:e ., with unique scalar~. o:pa2_, ... ,o:11); . . ' 

Pr<\of: Assum~ first that B _is a K-basis ··of V. Then V: =' ·sK(B)! and every 
' . . 

element of V can be written as 
I 

, · o:l vt + a:i'v2 + · · · + a:n vn 
'.yith ,su~table sc~lars. o:l'o: 2, ... • a,.. We are ,to show the uniqueness Of· this 

representation.'\ In. other words; .~e must prove that, ·if: 

<xtv-1 + a2v.2 '+: .. +a: v .:::: -~~v~ +tf2v.2 +. :· + ~ v . .. ,· n n · - n n . . 
(1) 

then a: 1 = ~ 1 , a: 2 = ~2 ,: ••• , f!n· ~ ~n·· This is easy: if _(1) holds, then 

(a:! '-- ~~)vi + (a2- ~2)v2 + · · ·. \,1- (o:n - ~n)vn = 0 
I '. .• . . . . 

and we ·obtain,sinceB = {v1,v2, ·:·•vn}:is K-linearly independent, that , 

o:1 ·- :~1 = a:£- ~2 = · · · = a:n - ~~· = '0., This proves .~niqueness . 

. ·Co~vers~ly1 let us sup~ose . that every vector. in V ~ai1 be written in the 

form o:1v1 + a:'2v2 + ··· +a:nvn · · 

with unique scalars o:Po:2, ... ,a:,n. Then v =:= sK(v;,v2,. .- ;Vn) = Si(B). 

Moreover,· B is linearly· independent o~et K, for if .~ 1 .~2 •••• ,a:n E K are 
scalitrs such that .. · 

1
. 

th eri 
· and the 

a:1 v1 _+ ·a:2v2 +: ·: + a:nv_,·~ 0, · · 

. 0:1 VI + o:2v.2 + ... + ~- v = Ovl + ov-2 + ... + Ov . . . n n • n . 
uniqueness of the scalars in the'' representation. of 0 

• I 

~ :V as a K-

linear com,biilation of Y'pv2, ._: .. ,vn implie~ th~t a 1 ,;, ~ 2 ~ .. ,. =an =-0. Thu~. 
B is~ -linearly independent- and conseque11tl_y B is a K -basis of V. o 

' ~ . ' . . 

'. 

We prove next that any finitely spanned_ vector space has a basis.· 

.42.9 'Theorem: Let V be-a .vector space river.a field K and assu'me Tis a 

finite subset of V spanning V, so that si<(T) = V .. Then V has. a fini~e K

. basis. In fact, _a• suitable subset of T .is a K-basis of V:·. 
. . ' ~- .. , 

Proof: If V happens to' be the- vector space {0}; then V has a K'~basis, 

·namely the. cr_npty set 0 (Definition 42.6) and:~ ~-- :r. llavlng dispose~ of 

.. ·.;:'. 



this degenerate· .case, let us assume V ~ 0. Now sK(T) = V. Since V ~ 0, we 
have T ~ 0. If T is linearly independent over K, then T is a K -basis of V . 

. Otherwise, there is_ a proper .subset Tl _ofT with sK(Tl) = SK(T) = v 

. (T~eorem· 42.,4). Here. T1 ~ 0, because sK(Tj) =·V;: {0}. If T1 is linearly 
independent over K, then T 1 is a K-basis of V. Otherwise, there is a 

· prope.r subset T 2 of T1 with ~K(T2 ) :::! sK(T1) = V. Here T;_ i 0, . because 
sK(T2 ) = V ~ (0} .. If T2 is linearly independent over K, then T2 is a K -basis 

of V. Otherwise, there is.a proper subset T3 of T2 with sK(T3) = sK(T2 ) = V. 

Here T3 ~ 0, becaus~ sK(T3) = V ~ { 0}. We continue in this way. Each ti~e. · 
we get a. nonempty sub_set Ti+l of Ti such'that sK(Ti+l) = V and Ti+l has 
less elements th·an Ti" Since T is a finite set, _this process cannot ·.go on 

indefinitely\ Sooner. or later .• Wt? will meet a K ~linearly independent 
subset Tm o(T with s~(Tm) = V. 1hisTm is ·therefore .a K -basis ·of V, an'd of 
course 'rin ·is finit~. . · > . . , o 

Having convinced ourselves of the existence of bases in 'some vector 
spaces, we turn. our attciHion t_o the nu~ber of. vectors in a fin,ite basis .. 
We show that the number 'o~ linearly· independent vectors in a subspace 

camiot ~xcet;d the number of vectors spanning the subspace. This theo-
-rem, du~ to E. Steinitz '(1871-1928), is· the source of many d_eep results 

concerning the di.mension of a vector space. The 'idea is to replace ·some 

vectors in the spanning set 'by the vectors in the linearly independent 
set without changing the span. 

42.iO Theorem (Steinitz' · replaceme~t theor~m): Let V be a vector 

space over a fidd K and w 1, w2, ... ,•w m be finitely. many' vect;1rs in V, Let 

vi' v2, • ; . , vn· be n linearly i1idependent vectors in the !(span 

sK(wl'w2, ... ,wm) ofwl'~v2, ..• ;wm. . . 

Then n < m. Moreover, there are n vectors anwiiR w 1, w 2, · ••• , w 
11

;, \.l'hich 

we may as~\'llme. to be ·w 1 :w 2,_ .•• , w n\ such that 

s;,(v1,v2, ••• ,v ,w +I' ... ,w ) = sK(w1,w_,, .... ~v ) . . "' n n m . _ , , m . 
. . . 

Proof: For I < h ~. n, let A11 be the assertion 

,"·there arc ;h vectors among w 1,w2 , ... ,wm' say w 1, .. ~.n' 11 , such that·· 

sK(v1, ... ,vh,wh+L' , .. ;w,)= sK(w 1, ... ,w11 ,wil+l' ... ,wm)". 



We sliow that (1) AI is true, 
(2) if 2 .;;;; h ".;;;; n and Ah-I is true, then A~ is true. 
\• 

This will" e~tablish AI_,A2, ·• ~ :,An:_l'An. The second· claim An ·in the -theorem 
will be prov~d in this way. 

(1) AI is true:·we have v 1_ E sK(wi,w2, .. -.;wm); so. 

. . VI= jii WI+ ji2Wi+ :·~ + jimwm,~ 
with some scalars lipli2',. '::,jim EK. Since YI:v2, .•.. ,VIi are linearly- inde

pendent over. K:, Vi ~ 0 (Example. 42.2{f)), hence not all of lipii2, . ! :,jim are 
equal to 0 €' K. So one of· them' is .distinct from 0. Renaming w 1, w 2, ... ~ w m 

if necessary, we may suppose 'ii~ ;z! 0. Then iii has an inverse fli'I in K. and 

we . get _ · w I = ii11( vi - ii2 w 2 - · · · - lim w m) · . 

WI' E sK(vi,w2, ... ,w,) .· 
(wl'w2, ..• ,w171} !:;;·sxevl'w2·· ... ,w m). . (i) 

Since · ~1 E sxc-~~1 .w2, •. ,wni),. 
'. . -' , . ' 

we also have {vl'w2, ••. ,wm} ,_~:; s{((w1,w2, ..• ,wm). _ (ii) 
Us~ng (i) and (ii) and: applying Lerhma 40.11 with A=. {wl'w2, ,~.,wm} and 
B= {vl'w2, ••• ,wm}, we' obtain 

sK(VpW;i;: . .',wm) = SK(wl'w2, ... ,w m) .. 

This proves A 1• 
·' 

(~) Suppose 2 .;;;; h _.;;;; n -a~d Ah~ 1 is true. Then Ah is true. The ~uth of .Ah~1 . · 

means . sK(v1, ····':h-l'wh, ... ,wm) = ~K(_w1,w2, ... ,wm) 
P[OVided. the w /S are i_ndexed. suitably. We have ' 

:vh _E sK(wl': .. ,wh-1'wh,: ... ,wm)·:.· 

vh. E sK(v1.' ... ,vh~l'wh' ....• wm), I .. 

so . . vh=a:Iv1 .f.'···.+a:h-1.vh-I +cihwh·+; .. ta:mwm 

for 'sonie appiopriate. a: p· .. , a:h-l' ci:h, .• ~ ,a:m E K, Here not ·an of a:'h, .. ~ ,a:m are 
, equal to 0 E K, for then yh would be a K~lihear combi1_1ation , 

a:1 v1 + ···, + a:h~ 1 vh_ 1 of the vectors vl' :; . ,vh_1 andthe vectors vi; ... ,vh-l'vh_ 

would not be 'l.inearly. ind~pendent over K(Lemma 4~.3), so VI' v2, : .. ,vn 

would not be. linearly indep~ndent over K (Example 42.2(e)), contrary to ' 
the hypothesis. So or~e· of a:~,: •.• ,a:~ is distinct fr?m 0. Re~aming wh, ... ,wm 

if neces~acy, we may ~uppose a:h ~ 0. }'hen ah }).as an inv~rse a:h1 inK and 

we get 

' •. 
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lV h E SK( v1, :. : ;Vh-1' Vh, lVh·!-1' ... ,W m). 

Now each one of the vectors lV I, : ; . , lV h-1, .being. an element of the span 

SK(w 1 ;w~, ... ,wm) ~ SK(v1, ... ,Vh~i,Wh, . .'.,w m), can be written in the form 

_ylvj +··· +yh-lvh-1 +'yhwh+yh+lwh+~ + ... +ymwm 

with scalars Yp ... ,yh-l'yh,Yh+i• ... ,ym E K. Thus each one of w 1; .•. ,wh-l can 

be written as 

)\VI + .... + yh-1 Vh-l. . 

+ Yh(- o:j;
1
(o:I vi+ .. · ~ .ah-1 vh-1 :_ vh + o.h+ll_Vh+I + .. · + o:m wm)) 

+yh+Iwh+l +···.+ymw'm, 

and so (w1, .. :,wli_ 1} ~ sK(v1, .. _,vh_ 1 ,vh.~fh+l' ... ,wm). 

Since 

we ·also have 
{;I' ... ,v,_ 1 ,v".~vh+I' , .. ~~ir~} ~·s~(w 1 , ... ,wh_1,wh,wh+l' ... ,w~).· (ii) 

. ,_ . ' 

Using (i ') and (ii) and. applying Lemma _40.11 with 
~ . . 

A= { w 1, ••• ,wh~l'wh,wh+I'', :,w,n}; B _= (vi'· .. . ,vh-l'vh,wh+l' ... ,wm}; 
' / . 

·we obtain 
. sK(vl, ... ,vh~l'vh,wl;+l'·'"'wm) = sK(wl'w2, ·~··wm). 

Thus A h is tru~. 
I 

. As remarked earlier, this establishes the trulh of A 1,,A 2, ... ,An-l'An. ·In 
particular, A is true, and the second state'ment · in the enunciation is 

. . . n 
proved. Now it remains to establisi1 n <.; m. · 

If we had ni < n, then Am would be true and we would get. 

sK(vl,v2, ... ,vm) =·sK(~vl,w2, ... ,wm). 

Then vn E sK(wpw2, ... ,wm) 

would give vn E K(vl'v2, ... ,vm), 

contrary to the qypothesis that vl,v2; ... ,vm, ... ,vn are linearly indepen-

dent over K. So 111.< n i,s impossible and necessarily n <.; 111.-This com

pletes the proof. o 
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42.11 Theorem: Let V be a vector space over iJ field, K and assume that 

V has a flizite K-basis. Then any t~o K-bases of V have the same n'umbef 

of elements. 

Proof: There is' a finite K -basis of V by hypothesis, ·say' B. Assurrie t.hat · B 

·.has exactly n veGt~rs (n > 0). We prove that any K~basls · Bi ·of V has also: 

n vectors·:in it. ' 

·:If n .= 0, then B = 0 and V = {0}. Thus 0 and {0} are the orily' subsets of V 
. . . . T 

. and B = 0 ·is the only .K -basis of V. Then any K -basis 9f V, h4s exactly 0 
elements. · 

Suppose no~ n > i and le~ B 1 be any' K -basis of V. First we s'h'ow that B 1 
cannOt . be , infinite. Otherwise, B 

1 
would be an infinite K "linearly inde- . 

pandent subset of v: Every finite ··subset of_ B 1 would be K -linearly inde

pendent by definition. Let VPV2, ' .•• vn, vn+l be n + 1 K -linearly indepen-' 
dent vectors in B1• These n ·, + 1 vectors lie in the K ~span s K(B) of 13 and· B · 

has n elements. Steinitz' replacement ·theorem gives' n · + 1 < ri, which is · 

absurd. Thus B ~ cannot be infinite. 

W~ put (B 11 = n1 ... !Jere· ~1 ~· 0, beca:use ·Iii = 0 w6uid iinply B 1 ·"= 0: and ... 

0;: B s: si(B) = V = sK(B1) = sK(fo) = {0}, soB = {0} and B ~o~ld be linearly 
independent; ov~.r K, cont~~ry . to the hypothesis that B is a K-basis of V~ 
So n1 € N. 

B1 is a K -linearly independent subset of V in s~c(B), 'therefore n1 '< n by,_ · 
~teinitz' ·replacement theorem. Likewise,- 13 is·a K -linearly independent 

subset of V in sK(B1), so n < n1• Therefore n '=:~!lp as w~s t~ be proved. 'o 

42.12 Definition: Let V .·be a vector space over a field K ·.R V has·· a 

finite K.~basis, the. number of elements in any K-basis of V, which ·is ·the 

s~me for all K -bases of V by 1,'heorem 42.11,, is .called the· dimension of V 
over K, or the K-dimension of V; It is denoted as dimKV or as dim 'v. If V 

has' no.finite K ~ba~is, then the K -dime~sion of li-: is defined -~o be' infinity, 

and we write in this ~ase d j mK V =;= oo. 
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Thus dimKKn = n(Example 42.7(a)) anddi~V = 2; where V is the IR

vector space of Example 42.7(b). 

We frequently say that V is n -dimensional when dim V =·n . .A vector 
space is said to. be finite dimensional· if" di~ V is a nonnegative integer 
and infinite dimensional if dim V ·= m. Notice that the· dimension of the' 

vector space {0} i~ "zero .. 

42.13 'Lemma: Let v/ be a vector space over a field K, let dimK v· = n E N 

and let' vi' v2, ... , vn be n vectors. in V. 

(I) lfvl,v~. :··,.vn are linearly independent O\}er K, then sK(v;,v2"''''vn) = v~ 
(2! If sK(vl'v2, ... , vn) = _v, then v1, v2, ... ~ vn are linearly independent over K. 

Proof:. (l)We are given din;Kv = n.E N: Let.(w1;w2, •• ·.,wn} be a basis of V 

over K. Ifvl' v2, • :. , vnare K -linearly independent vectors in V = · 

:vK(w1,w2, .•. ,w n), then' we obtain sK(v1,v2, ... ,vn) = sK(w1,wz; ... ,wn) by 

Steinitz' replacement ·theorem. 

(2) Suppose sK(v1,v2, .. : ,vn) = V. If v 1 ,~2 • . ,vn are not linearly 
independent ov.er' K, then· there is a proper subset T c .{v

1
,Y.

2
, _; ,vn) of 

{v1,v2, •.• ,v11 } with sK(T) = sK(v1,v2, ... ,vn) = V (Theorem 42.4),- and there. is 

a K-basis B of V such that B k_ T (Theorem 42.9) .. Using Theorem 42,11; ·we· 

obt'ain the contradiction. . 
. . n = dinlKV = .IBI .;;;;; ITI< 11. 

Herice Y.1,v'2, ••• ,vn have to be linearly independent over K. 0 

Any finite set spanning a vector· space can . be stripped off to· a basis of 

that .vector space·· (Theorem 42.9). · Similarly, any linearly i~dependent 
subset of a vector space can be extended to a . basis, as we· show now. 

42.14 Theorem: Let V he lm m-dimensional vector space over a fie/d K, 
with m ;;;> I. Let 'n;;.;. I ami let v 1,v2, · ... ,vn he n linearly independent 

vector.~ in v; Then/here is a K-ba.\'i.~ B of V such that { v
1 

~ v2, ... , vn) k IJ.· 
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· · Proof: Let'{ w 1, w 2, .. ·. ,w ~} be a K -basis of V:. Then vl' v2, ... , vn are linearly 

independe~t · vectors' In V = s K(w;, w2, · .•. , w m)' and Steinitz' replacement· 

theorem gives 
sK(vl'v2,. :•.,vn,wn~J· .. ,,win)= V and n <; ·m 

on indexing w's suitably·. Then the m = dJ mK v vectors. 

vl,v2, ;,;,Yn,wn.+l'. ·: ,Wm' 

are lineaT!y independent over K by· Lemma 42.13(2): Hence 
. . . .B = {vt,v2, ._.;,vn,wn+l' ... ,wm} 

is ~ K -basis of V containing the· vectors vi' v:i., ... , vn·: 0 

42.15 Lemma: Let V be a finite dil1'}ensi0nal vector space ~ver a fte~d K 
and let w. be a subspace of v. . 

. (1)W is finite dimensional; in fact dimKW. < dimKV.· 

(2) dimKW:::: dimKV if and only if w_; V. 

Proof: Let n, = di m,y. .· 
(1) The assertiO[l is trivial ~hen: W = {0}, so let us as~ume W;:. {0}. Then 

there is a nonzero vector w. in W·; and {w} is a K-linearly 'independent 

subset with one element. On· the other hand, ~ny n ,r 1 ~ectors in W (in 1 

fact in V) are linearly dependent over K by 'Steinitz' replacement 

theorem. Therefore there exi_sts a natural number m stic.h that · 

\ (a) 
' (b) 

1 <; m <; 1i, . . 
,, 1 ' 

there are m linearly independent vectors in ·'w,. 
(c) imy m. + 1 vectors .. in W are linearly dependent. 

This m is. clearly unique. in view of (b) and . (c). The natural number m. 
having been defined in this. way,-let wl'w2: ... ,Wm be ni K-linear!y 

ind~pendent vectors . in W. We :ciaim that { w 1, w 2, ... , w m} is a K-basis of W. 

To show this, we must prove only that these vectors span W over K .. Let 
w be an arbit~ar{'vector in W. Then w, w I' w 2 , ... , w m are· linearly 

dependent ~ver K by (c). Hence 
(1w+ (11w! + [12w2 + .. ·. + (1mwm = o· 

with· some scalars· [1,[11 ,[1 2 , . '· . ,!)~ inK. Here [1 ;: 0, for otherwise the 

equation above would imply that w I' w 2, ... , w ~ are K -lineatly dependent. 

Hence [1 has a~ inverse ·[1-l inK ;md we 'get . . 

w;:: (-[1-1[11)wl + (-[1-1[12)iv2 + ··:+ (-:f1~~m)wm' 
W E s K(w\ ,w2, . .. ,.w m). · · . 



This gives W ~ sK(w 1,w2, ... ,w~). But wl'w2, ... ,w m belong to-W, so 

sK(~vl,w2, ... ,w m) ~ w (Lemma 40.5). The vectors Wj,W2, ... • ~ m therefore 
span w over K, so { w I ,w 2' I' •• ,w m} is a K -basis of w. Thus w is finite 
dimensional and in· fact' dinz~W = m ~ n = dimKV. 

(2) If W = V, then.of course dimKW· = dimKV. Suppose conversely 'diniKW 

= dimKV =·n and.let A be·a K-basis of W. Then: 'there is aK-basis n' of\;' 

with A·~ B: this follows from Theorem 42.14 wjlen A;= 0 and is obvious 
• . • • . -· J ' 

when ·A = 0. Then 
n. = dim~W = IAI .;;;; IBI = dfmKV.= n 

implies that A =B. Thus. W =·sK.(A) = sK(B) = V. d · 

42.16 Lemma: Let V,,U he vector spaces over a field K .. ~up pose V ·is 

finite dimensional and let cp: V ..... U- he a· vector space homomorphism. 

Let Vj, v2, ... ·, vn he vectors in V. _ . . 
(I) If cp is one-to-01!e a1zd t v 1, v2 , · ... ·, vn l is linearly" independent over i<, 
then { v1cp, ":

2
cp, ••• , vn~} . is. linearly independent over_ K. 1 

(2) If cp is onto Uanc~ { v1,v2; ... ~ vn} spans V over K, tlzen { v 1cp, v 2cp,' ... ,vncp} · 

spans U ·over K. 
(3) lfcp is a 'vector space isomorphism and {VI' V2, •.. , vn} is. a K"basis of v; 
then {V:1cp, v2cp, : .. !vncp} 'is aK-hasis of U;/n particular, dimKU = rfimKV. 

. ' ' 

-Proof: (I) Suppose: o: 1 ,& 2, ... ,o:n are scalars such that · · 

-. .o:l(vlcp)+ o:2(v2cp) + · ·· + an(vncp) = 0., · 

. Then 

so a 1 v1 + o:2 v2 + · · · + an vn E Ker cp, 
' ·• II 

and al'vl -+' o:2v2 + · · · +an vn = 0 
since Ker cp = 0 as cp is one-to-one. Since vl'v2, ... ,vn are K~linearly inde-

pendent, we get. o: 1 = o: 2 = ··· = o:n'= 0. Hence v\cp, v 2cp, ... ,vncp arc linearly 

independent over K. 

(2) .We must show that any clement of U can be written as ~~ K-lincar 

combination of the vectors vicp, v2cp, ••• , v~cp. Let u E U. Then there is a v. ir,1 

V- with vcp·= u and v = tx 1 v 1 + o:2v2 + · · · + anvn, -where al'a 2,, .. ,o:n arc suit

able scalars. in. K. Tllis yields . 

u = vcp = (alvl + o:2v2 + ··\ + o:nvn)cp 

= a;(vlcp) + o:2(v2rp) + ... + o:~(~~cp) E sK(vlcp' v2cp' --·~:n'P~. 
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. as was to be proved. 

(3) This follows im~ediately fr9m <.l) and' .(2). 0 

From Leinma.42:16, it·follows that dimKU = n whenever
1

U ~ Kn. The con

verse of this statement is .also true. 

42.17 .Theorem: Let V be a 'vector· spac.e over. a fteid K. Then. 

d i mK V = _n .E N 'if and on{y if V ~ Kn (as vect?r spaces). 

Proof: If ,V ~ Kn, thendimKV = ~iTl}KKn = n ·by Lemma; 42.16(3). Suppose 
CQn'versely that d imK.V = n and let ( v 1 ;v:i·· · .. , vn} be a K -basis of V . .-Every 

element v of V can be ,w~itten .In a unique way ~s, a:; vi + a:2v2 + · · · + a:n vn, · 
. where a:l'a2, ... ,a:n E_ ,k. 'we consider th~· maJ?ping 

q>: V - Kn 
.-.· 

This;p· is a K-Jinear transformation, ·since, fo~ any· a,~;E K and 
.v=·a:1v1 + <Xiv2 t ... + d~vn, w.= ~ 1 v1 + ~2v2 + .:: + ~nvn 'in V, we have .. 

' (a:v+-~w);p = (a:(a:1v1 + ~v2+-':,>* a:nvn)+}(~1v1 + ~2v2·~ ... + ~nv;));p · 
= ((aa:1 + ~~1):Vi +(a:~+ ~~2)v2+ ... + (a:a:n'+ ~~n)vn);p 
= (a:a:1 + li~1' a:~·+ ~~i• .. ·• a:a:n + ~~n) 
~ a:(a:1,'a:;, "· ,a:n) + ~(~1'~2• ·' · '~n) · 

' ' ' ' . 

=a:(Vq>)+f3(wq>), ': 

Furthermore; -v = a: 1'\1 + a:2 v2+ .. : + a.n vn E V belongs to K e r' rp if and only if 

(al'a:2,: .. ,a:n) ·~ (0,0, . ·:•0), t~us if and only if v = Ov1 ~ Ovi + · .. ~. ·+_.Ovn· = 0. _ ·· 

So Ker q> = (0} and rp is one-to-one. 
' . . 

Since any n-tuple (a:pa2,'.:. ,a:n) inK-". is the image, urder ;p, of the vector 

a:1 v1 + a:2v2 + · · · + 'a:n v n. in V, we: see that cp .is onto. 

·Hence q> is· a. vector space iso~orphism arid V =":' Kn. D. 
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42.18 Theorem: Let V and U be finite dimensional vector space~ over a 

field K. Then _V :::: lJ if and only if dimKV = di,r;KU.. 

' I 

Proof: The case w~en d i mK V = 0 or d i miU = 0 is trivial. Let us, suppo_,<;e 

,dimKV> I anddimKU > I.'IfV:::: U, then dimKV.=dimKU.by.Lemma 

42.I6(3): If ciimK\i =dilnKU, then.V:::: KdimxY_=KdimKU:::; U ·by. Theorem 

42.I7, hence.V:::: U. o 

42.19 T-heorem: Let V be a vei:tor .. ~pace ,over _a field K and le_i W be a 

sub.~pace of V. lf v. is finite dimensional, then V!W is finite dimensional. 

lnfact, 
dimK\1 = climKW + diinK.V/W. 

Proof: Wd elimii1atc the trivial cases. We know that W is finite dimen
sional (Lem;na 42,1S(i)). Ifdin!KW ·=0, thenW·= {O),•so V ~ V/{Q} = 

V /W, so d i ,;,K V IW =: d i m;v ;111d d i mK \f = 0 + d.i m~ V = d i mKW + cl imK V l!V. 
·If dimKW ="= dimKv: thcri \v = V (Lemma. 4i.I5(2)), so VI~~:::: {OJ. ;lr~d 
dimKV = dimKV + 0 = dimKW + dimKV/W. Thus,·the iheorein is' proved· in· 

case dimKW::::: 0 or dimKW. = dimKV (in particular in case di\'rKV = 0). 

Let us assume now 0 < d i mK W < d i mK \i. Lef d i mK W =: m and let 

(wl'w
2

, ... :wm} bcaK-b;tsis of w.-Thcre 'arc vectors u
1
;u

2
,_.,.,uk"in \'such. 

t~1at '{w l' w2, ~ .. ,w m'~l ,u2, · .. ', uk I_ is a K -basis· of V ~(Theorem :J-2.14 ). · I ~en! 
k;;;;. I and m + k = dwzKV._Wc clann that (u

1 
+ W, u 2 + W, .. ,, uk +W} rs a 

K -basis of V /W. ·This will imply k = d i mK V /W, hence d i mK V = 1iz + k 

. d i mKW + dim;Y /W: 
/ . ~ 

To establish our dai·m; we note firsi· that u 1 + W, ·u 2 + W, ... , tl k +· W arc 

K -linearly independent vectors in V/W. Indeed, if o:
1
,o:

2
, ... ,o:k arc scal<'ns 

such that 

. · then 

o: 1(u 1 +W)+u 2(u2+W):+•·· +o:k(uk+W),;O+W, 

o: 1u 1 +o:2ii2 +·•· +o:i.:uk E W =sK(w .. w 2 , ••. ,wm) • 

. o:l u 1 +a2u2 .+ · .. + o:kuk.~ lit WI + li2~v2 + · ·· + fim.wm 

where !i 1.!i 2 •••• • tim arc appropriate scalars in K. Then . 

o: I u 1· + <J ~ U i + ·. ' · + ak U k - fi I W I - Ji2 W ~· - · · · - fi ;v . -:= 0 
_ .... .... • • , .... 1 • 1n tn . 

and linearly indcpendcm;c of w; :w 2 • •• • _.w
1
n,u 1 ,ui~ .... • u.k in1plics that 

u
1 
~ o: 2 = ... =·ixk =-O:Thus u 1 + W, u 2 + W, ... , uk +IV in V/W ·arc linc;1rly 

ind&;pcndcnt ov~r K. 
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I 

Secondly, these · vectors span V /W. to see this, let us take an arbitrar~ · 
, ,;\ , . ·- . I 

·vector v+ Win V/W, where v E V. Then .. 
1 

. . v=' cx1 uj + a2Uz +. • · · + CXkUk + ~~ Wj + ~2w2+ · · · + ~~~~W m 

.. where 'a l'cx 2, ... _,cxk,~i .~2 ... : .~m are scalars, and thus · 

v :\- W ::;=(cxlul+a:2u2+_: .. +a.kuk+~lwl;~2w2-i-.:·,+~m-wm)+W 
. . . = cx1(u1 + W) +·a2(u2+ W) + .... + a.k(uk + W) 

·, 

' + ~~(~1 + W) + ~2~w2 + W) + ... + ~m(w m + W) 

= cx1(u 1 +W) + a. 2(u2 + W) + ··· +a.k(uk + W) .· 
E s~(u 1 + W, u2 + W, .. , iik + W)·. . . 

!: V/W, 
hence V'/W = sK(u1 +.W,,u2 + W, .. ,, uk + W). This proves- that 

(q1 + W, ~2 + W;. ·,', uk+ W}is a basis_ of V/W over.K.: As we r~marked, 
above, this g_ives d i.mK V =: d i inK W + d irnK V /W. D 

.. ~ .. 
I 

We 'deduce important corollaries from Theorem 42.19, 

. . . 
42.20 'Theorem: Let V b.e a vector space over a field K. Let W,U be . . ' 
finite dimensional· subspaces of V. Then W + U is a finite dimensional-
;ubspace of · V. and . in fact ' . . 

.. diin,r((W + U); ~i'mKW + dimKtJ -·d_imK(": n U). 

;Proof: If {w1,w2, .. 6,wm}-i:; a K-basis ot Wand {ul'u2 ~ ... ,uk}is l!Kcbasis _ 

of U, then W + U,;, {w+ u E V: w € W, u E U} is clearly spannedJ)y the 

finite set {wl'w2, .. · .. ;wm1u1,u2; ..... uk}·, henc~ W + U is finite dime~sional 
. . . . . . I , . 

(Theorem 42.9).From W+ U/U : W /Wn U (Theorem 41.16), we obtain 

th~n ,;·· dim)w.t U)- di~Ku = dimK_(W+ ·Uflj·) · .· 

= dimK(W /W n U) 
= dtm,r(W ~ dim~(W n U). · o 

42.21 . Theor~ni: L~t v be a v~ctor ~pace ·over a_ field K and let !p be a I(

limiar transformation· from 'V· If V is finite dimensional, {heiz. 
' . I ' 

dimKKer.~P + dimKlm~P = di~V~ 

.. ' 



,. 

Proof: Theorem 4L13 
1
tells us V/Ker cp ~ Im cp and Theorem ·42.19 .gives 

I 

d~mK V ~ (iimKKer_ ~ '= dimKin:i cp. 

l• 

1:12.22 Theorem: Let V,U be vector spaces. over a field K and let 

cp: V-+ U be a~ K~linear mapping. Suppose thai. V a!Jd U have the. same 

fi,nite dimension. TJ!(m the following state-ments are equivalent. 

(1). .cp is one~to~one. · ' 

(2)_. cp is onto. 
(3) · cp !s a vector space is~t;iorphism. 

Proof: (I):=} '(2)'If cp is one-to-one, then Ker cp = {0), so. dimKKer cp = 0· 

and dimKim_cp = diniKKenp + dimK/m ~ = dimKV = dimKU: ·Thus lm cp is a: 
subspace ~f U with dim~lm cp = dimKU, and Leml!la· 42.15p) giv.es then 
ini cp = U. Hence•cp is onto .. 

' '· ' . . . 

(2) -~ (1) If cpis onto, then lm,rp = U,_sodlmKhn cp = dimKU and 'd_imKKer cp 

= dimKV ~ dimKlm ip·= dimK.U -~dimKU = 0. Thus Ker cp = {0) avd cp is one-. 
to-one. 

Hence any o~e of (i ),(2): implies the other; arid these together imply (3). 

C()tiversely, .if cp is an {somorphisin,' then of· cdurse cp is one:-to~one· and 
·onto. Thus (3). implies both (I)' and (2). o 

We close this paragraph with 'a brief discussion of· infinite ·dime~sional 
vectqr spaces. Do I infinite dimensional • vector spaces ·have bas'es? From 
Theorem 42.9,· we know that such a vector space cannot be span.ned by a 

\, ' - .. ' I. 

finite set. But if B is a spanning set, necessarily infinite,· the argument of 
Theor~m 4i9 does . not work~ T9 prove the existence bf bases of infinite 
'dimensional v-ector spaces, we have to resort to tnore sophisticated 

·means. 

It is in fact'true that every vector space has a ba~is, and a proof is given 

. in the appendix. The proof of this ·statement for infinite~ dim~nsi'onal 
, vect<;~r spaces . requires a fundamental tool known, as Zorn's lemma. ·This ·· 

lemma· can be used .in a variety of si tt,iations io establish the existence of. 
\ 

certain ob)ect.s. 
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'The existence of bases having been assured by Zorn·~ lemma,. we might 
ask whether any two bases have· the . same cardinality: . The . answer 
turned out to be "yes" in the finite aimensional case (Theorem 42.1 I), and 
this ·was proved. by using· Steinitz' replacement theorem .. The ·proof of 
Steinitz' replacement theorem does not extend to the ·infinite dimen-
. sional case. Nevertheless, .. theorems of set theory can be employed ·to 
show tha; 'two bases. ·~f· a vector space have the same ·cardirial number.' 

. Thus rend~rs it possible to define . the dimension of a vector space. as the 
. cardinality of a basis. ·Hen.ce it i~ possible: to distinguish between various 
types oL infinities. This is much finer than Definition 42.12, by which in-. \ . 
finite dimensi:<mality is merely a crude negation of finite dimen.sionality' 

' - ' 

Theorem 42.14, which. states that ~ny linearly independent subset can be 
extended to a basis, is true ·in the· infinite dimensional case, too. The 

pro~f makes u~e of Zorn's lemma. 

Lemma 42.15(1)' remains valid al~o in the infinite dimensional case, in the 

, .sense that a basis of a subspace has· a ,cardinal. number less than or equal 
to .the cardinality of a basis of the whole space; Lem~a 42.15(2), however, 
is not necessarily · tliue for· infinite-· dimensional vector spaces: a proper 

.. subspace may have the same dimension as the. whole. space (think of JR. 

and IC as 0-vector spaces). 

Lemma 42.16 and its. proof works in the- infinite· dimensional case. 

Lemma 42.19 and its proof w~rks in the infinite .dimensiomil case, pro-
. :vided ·we refer to. the· generalization of Theorem 42.14 at the appropriat,e -

place. . , 

GeneraJiy speaking, infinite dimensional vector spaces are wild objects. 
To render them more manageable, one . equips thel}l with some addi- · 
tiona! structure, perhaps with a topological or analyt~c o~e .. 

Exercises 

1. Let V be a vector spa~e ·over a field K and let W be a subspace of V. 
Show that there is a subspace U of V such that V = lV + U. and: · 

· ... c;.jo 
I , 



W n U ·= {O}o (U is called a direct complement of W in Vo We .write then . .. ~· . . . 

V = W ffi. U and call V the direct ·sum of W and Uo) ·· 

20 Is {(1,1,1), (1,1,0); (1,0,0)} an IR~basisof !R3? · 

30 Is {(1,2,o,), (D,TI,l,), (1,T;O,) a· l 3-b!l.sis of l~?. · 

40 .find 'an IR -basis of · 
· {fE C2([0,I]):'r'(x) ~ 7.f(l)'+ 1lf(x) = Ofor all x _E [0,1]}0 

. . 
50 Find all IR -linear mappings from !R4 onto !R 5 0 

6, ~ind all.l2-bases of l~ and_l3 -~ases of l~o 
: . , I . . 

7 0 Show that the vectors ( 1 ,2, 1 ), (0,2,0}, (I ,2,-'- 1) and also the vectors ( 1·, 1,0), 

(l,O,l), (1;1,1) in 0 3 are linearly independent over. i[po 

80 Let fk(x') = sin kx for x E [0, 1 I (k = 1,2,3, 0:0 ):_ Prove that the functions 

~ J2 j 3, .. 0} in C 00{[0, 1]) are linearly independent over IR o 
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§43 
Linear Trai.sformations ·and Matrices-

In this paragraph, we learn to construct a new vector space . from two . 

. given vector spaces v, w, namely the vector space 'of. linear transforma

tions from. V into W. We introduce matrices. and study the relationship 
between linear transformations aild. matrices~· 

Suppose . V. and W · ar~ vector spaces over· a field K. We denote by 
L K(V, W) the set ofall K -linear , mappings. from V into -w. This set 

'LK(V,W) is not empty, for at .least the mapping V-+ W is aK-linear 
. . . V-+ 0 

transformation iri L K(V ,W). We want to define an .addition and a multi

plication by scalars onLK(V,W) and make LK(V,W) into a K-vector · spac~. 

Let T,S E LK(V,W). How shall we define F+ S? Well, the only natural way 
. ' . . - . .··. 

· to define T +Sis ·to put v(T + S) = vT + vS for all v E V (pointwise addi-

tion). What about multiplication by ·scalars?· Given a. -E · K and T E L (V ,W), 

the· mapping a. T had better mean: first mul_tiply by a., then apply -.T, ~o 

that v( a. T) := (a v)T (or, first apply T, then multiply by a., so that v( a. T) .

a. ( vT), but this is the ·same definition as before). · 

43.1 Theorem: Let V, W: be vector spaces over a field K and let L K(V, W) 
·be the set of all K-linear transformations from v· into W. ·For ~ny 'r,s in ' 

~~(V,W) andjor:any a. inK; we write 

v(T + S) =1 vT~ vS, v(a.T) = (a.v)T (v_ E V). 
. . .. . 

Under this addition and multiplicatio-n by ,scalars, LK(V,W) is a vector 
·space over K. ., .· ~ 

Proof: We -show first that L K(V, W) is an abelian group under addition, 

(i) Let T,S E LK(V,W). Then (a.v1 + flv2)(T + S) ' 

= (a.v1 + flv2)T + (a.v1 + flv2)S 

= a.(v1T)+ fl(v2T) + a.(viS) + fl(v2S) 

;, a.(v1T) ~ a.(v1S) + fl(v21) + fl(v2S) 
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=a:( viT-I_: v 1S) + [3(v2T + v2S) 

_ · = a:(v1(T+S)) + J)(viT!S)): ' 
fm all a:;[3 E. 'K arid VI ,v~ .E v. Thus T+ sis K -linear and T + s € LK(V,W). 
Ther~fore LK(V,~) is closed -u~der addition. . ' · · · · 

.- ... >. 

(ii)' Let T,S;R be. arbitrary ele~en~s:of Lk(V,W). Then 

v((T + S) + R) =v(T+'-S).+vR-=(vT+vS)+vR · 
' ) . ' . 

. = vT +'(vS + "vR) = vT-+ v(S + R) = v(T + (S + R)) 
for all v E · V; hen~e (T + S) + R = T + (S + R). Thus. addition in L ~(V, W) is 

associative. 
' . ; 

· (iii) Let O*:. v ..:.. w. 
-v--·o ' \ .. 

· :=: a:(~1 0*) + 13(v}l*.)for all a:,J) €K; v 1:v2 E_ V ~nd 0* is in t.)V,W)~ Fro:n · 

. v(T +0*) = vT-+' Vo*;::·v~+ 0= vT .. - . (v E V), 
we obtain T+ 0* = T foranyT E~LK(V;W).Thu.s 0* is a rightidentity. ~_. 

• . . I ' 

(i~) Any T E LK(V,W) has an opposite in Lx_(V,W): 1 ~amely the 

mapping S: V -> W. Indeed • 
v-- ~(vT)' ·· · · 

. ( 
. .. 

v(T +S) = vT + vS =~; vT + (~(vD) = 0 =: vO* . · · 

for aii·v E. V, soT +S = ·o*. Are we done? No! We should check that S is i.n 

fact in L( V, W ), but this easy: 
(a:v1 .+ f)v2 )S ==~' ((~v1 + [3v2)T)' 

.-. 
. ' 

for all a:,J) E K and v 1,v2 _E 

ofT. 

= (-((lv
1
·+ [3v

2
))T 

= (t- a:v1) t (- [3V2))T 

=" (u(-v1) + 13(-v2))T 

::;_ a((-c.v
1
))T +-~((_-v2,))T 

(Lemma '41.5(2)) 

· · = o:(~ (y
1
T)) + ~(- (v

2
T)) · 

=·a(v1S) 't- ~(v2S') 
~1 • 'l:hus sis in LK(V,W) andS is a right inverse 

. . . ~ . 

(v) Finally, T + S = S + Tfcir any T,S E Lx(V, W), because 

. v(T + s) = vT + vS = vS+ ~T= v{s + T) 
for.'allv.E_V. Hence Lx(\I,W) isa commutati've group unde:r addition._ 

• • ' • :. : •• •• ; • ' ~ ' : ' ••• ' ':' ' : ' • •• • • • • ' • ' •••• ; • • • J :. • • • - ' j ' \ • 

Now the propertie~ of multiplication by scalars. First· we note 'that o: r is 
in L(V,W) whcncvcr.a E k and T E LK(V,W), bec~tuse .., . 
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(v1 + v2)(aT) = (a(v1 + v2))T = (av1 + av2)T 
. . · · · = (av

1
)T + (av

2
)T = v

1
(a1) +-v

2
(0:T) 

for all vl'vi € V, so that aT is ,additiveand . 

(13v)(aT) = (a(l3v))T = ((al3)v)T = ((13a)v)T = ((13(av))T = 13((av)T) = 13(v(a1)) 
for all 13 € K, v € V, so that aT is homogeneous .. So aT belongs to !-K(V,W). 

, I . ~ . . . . 

· (1) a(T + S):;:: aT+ aS for all a € K and T,S € LK(V,W) since 
\ . ' .-· 

· v(a(T + S)},;, (av)(T+ S) = (a1')T + (av)S = v(aT) +v(aS) = v(aT +aS) 
~- . . ' ' 

for any v € .V. 

(2) (a + 13)T =·aT·+ ~T for all a,[3 € K and T € ·LK(V;W).since 

v((a + [3)T) ~((a+ [3)v)T =' (av+ [3v)T · 

= (av)T'+ (13v)T = v(a1) + v(~1) = v(Cx.T +.[3T) 
·for any v € V. 

. .~ '\ 

.(3} (ai3)T = a([3T)'~or all a,[3 €. K and· T € LK(V,W) since 

· v((a[3)T) = ((a[3)v)T = ((13a)v)T = (~(av))T= (av)(I3T)·= v{a(I3T)) 
for al}y v € v. 

(4) lT = TJor all T € LK(V,W) since 

v(11) = (1 v)T = (v)T = yT _ 

for any v € V. 

Thus LK~V, W) is a· K ~vecto! space. 0 

Let us assume now that V: js an n-dimensional K ~vector space: and W is 
anm-dim:ensional K:vector space (n,m 6 N). Let B = (vl'v2, ••• ·,vn} be a ·K- . 

basisof V'and B' = (w1,w2, .. ,;,w m} be a K.,.basis of W~ Then; for any linear 
transformation Tin LK(V,W), we· have· · · · 

. ',vl y' = atlwl + a12w2 + ... + ~lmwm 
v2T = a2lwl + ~2w2+ ... + ~wm (*) 

. . ························ 
vT=aw+aw+ .. ·+aw n nl l n2 2 . nm m 

' ' 

where a 11,_a12, ... , anm are scalars in K. The arrangement. of the scalars in 

(*f deserves a name .. 
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43.2 Definition: Let K be a field and n,m §: N. An n by m matrix over K 

is an array 

(

0:11 0: 12 

0:21 0: 22 

...... 
o:n I .o:. n2 ·, 

(1) 

ofnm elements o: 11 ,o:12,.:.,o:nm ofK, arranged inn rows and m columns, 

and enclosed within parentheses. The set of all n bym matrices over K 

will be denoted by Matn.m(K). 

Sometimes we write "nxm" instead of "n by m''. The horizontal lines 

O:;I 0:;2 · · · O:im . (2) 

of a matrix over K are called the rows of that matrix. More specifically, 

(2) is the i-th row of the matrix (I). The. vertical lines 

(3) 

of a matrix over K are called the co I u mn s · of that matrix. More 
specifically, (3) is the j-th colum11 of the matrix .. (1). The element o:ij is at 

the place where the i-th row and the j-th ·column meet. The first index i 

refers to the row, the second index j refers to the colu~n. Also, in the 

expression "n by m ", the first number n specifies the number_ of rows, 

the second number ri1. specifies. the number of columns of the matrix. 
The elements o: ... are called the entries of the matrix (1).' When' n = m, the 

I] , . 

matrix (1) is said to be a square matrix. The set of all square matrices 
with n rows (or n columns) over K will be- denoted .by Mat (K) (instead 

n 

of Mat (K)). nxn 

We will usually abbreviate the matrix (I) as ( o:;)-

Two matrices Co:;) E. Matn~m(K) and W;) E Matn~m-(K) are declared to be 

equal if n = n ', m = m' and o:ij = ~ij for all i = 1 ,2, ... ,n; j = 1,2, ... ,nz. Thus · 

two matrices· are equal if and only if they have, th~ same· number of 

rows and columns, and .have the. same clements at :corresponding places. 
We write then ·co: .. )=(~.). Otherwise, we put (-u .. ) ;z! (~ .. ). 

If' I) . . IJ' iJ' 

We now maj(e Milt ~.m(K) into .a vector space over K. 
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43~3 Definition: Let K be a field, a: € K and let A,B E Matn.m(K), say A = 

(a:;)• B = (~;)· We wri~e . . . 
. A+B=C; C being the matrix (y . .'linMat. (K), where y .. =a: .. +~ .• 

· - . If n.m I} I} I} ·• 

and a:A = E,· E. being the: matrix (e;) in Matn.m(K), where £;1= a:a:if 

In other words, (a:;)+(~;)= (a:ii+ ~;)and a:(a:;) =(a: a;)· · 

43.4 Theorem: Let K be. a field. Under the· addiiion and multiplication 
:-by scalars of Definition 43.3, the set Matn.m(K) isa vector space~ over K .. 

,Proof: First 'we check that Mat n~m(K) is an abelian group under addition. 
' . , . 

. - (i) For-any A= (a:.\ B =(~:.)in Mat · (K), we have A+ B 
J • . ij' ij' nxm 

= (a:;1+ ~;) and each. a:ii + ~ij is an element of K, because K is closed under 

addition (i = 1,2, ... ,n;j-: 1,2,: ... ;m). Hence A+ B € Matn.m(K) and 

Matn.m(K) 'is closed under-addition. 

(ii) For· any A = '(a:;)• B = (~;); C = (Y;) in Mat n.m(K), _there holds 

(A +B)+ C =((a:;)+(~;))+ (Y;) = (a:ii+ ~if +(Y;) = ({a:ii+ ~if-f Y;j 

. I} • I} if if I} if - if · if · . If · 
-- =(a: .. +(~ ... + y .. )) =(a: .. )+ (~ .. +y:.'l =(a: .. )+((~ .. )+ (y .. .'IJ =A+ (B +C) 

and addition in Mat (K) is associative. · · nxm . 

. (iii) r.Ct 0 be ~he n .by m. matrix whose entries are all equal to 

the zero el~ment of K. Thus 0 = (~)· where r.;1= 0 E K for all fj. Then 

A + 0 =(a:;)+(~)= (a:;1+ ~) = {a:ii + 0):: (a:;)= A 

. for any A= {a: .. ) E Mat (K). SoO. E Mat· (K) and.O is a right identit.Y of 
- . ij' nxm nxm 

Mat (K). . . 
n><tn 

(iv) For any A ={a:;) € Matn~m(K), let B :=:::(-a:;) € Miltn.m(K) .. 

Then A + B =(a: . .'\+ (.,-a: .. ).·~(u .. + {-a: .. ))= 0. Hence every element -A = (a: . .'\ in . 
. if if I} if · if 

Mat (K) has an inverse (-a: . .'\ in Mat (K). 
nxm .ij' . nxm 

( v) For all A = (a:.\ B = (~i') E Mat· (K), we have iY. ~ j' n.xm - . 

A'!' B =(a:;)+(~;)= {uii+ ~;) = (~ii+ a:;)'=(~;)+ (a;)= B +A 
and addition on Mat (K) is commutative. 

. . ' nxm 

S26 



This proves that Mt,lln.m(K) is an abelian group under addition. Now the 

properties of multiplication by scalars. For any a,~ e: K and A = (ai)' B = 

(~i) e: Matn~m(K), we have 

(1) -a(A +B) = a((aij) + (~i)) = a(aij+ ~i) = (a(aij+ ~i)) 

= (aaij+ a~i) = (ac9+ (a~i) 
= a( a .. )+ a(~ .. )= aA + aB, 

lJ' i)' 

(2) (a+ ~)A =(a+ ~)(ai) =((a+ ~)ai) = (aaij+ ~aij) 

= (aai) + (~ai) =- a(ai) + ~(ai) = aA + M. 

(3) (af})A = (a~)(a .. ) = ((af})a.J =(~{~a .. ))= a(~ a .. ): 
. . . lj' . ij' l.( l] 

= a(Naij))= a(~A); 

(4) lA ::::: l(a .. ) = (Ia.) =(a ... )= A. 
l}' . .i]' . lJ' 

Thus Mat (K) is a vector space over K·. 
- nxm . 

0 

/ 

I 

A convenient K~basis of Matn.m(K) 1s described in the next lemma. 

43.5 ·Lemma: Let E
1
•
1
.be the matrix in Mat (K) all of whose entNes are nxm 

0, except for the single .entry in the i-th ,row, j-th c.:olumn, which entry . is 

the identity element of K. Then the mn matrices E .. (where i = 1 ,2, ... ,n; 
l] 

j= 1,2, ... ,m) Form a K-basis of Mat (K). In 'particular, dimK(Mat (K)) J• nxm . nxm 

is equal to nm. 

Proof: The matrices £ . .'span Mat (K) over K because any A. = (u.,.,.) 111 
. ' l) .nxm · . _ 

Mat (K) can be written as a K-linear combination· nxm 

A = (a.i/= L aJ;j 
. i,j 

of them. Moreover, matrices Eij are linearly independent over K, for if ·~ iJ 

are scalars such that 

L: a.i,~~= o. 
i.j . 

then . (uij) = 0 
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and a .. = 0 for all ij. Therefore {E.~ i = 1,2, ... ,n;J = 1,2, .. , ,m} is a K -basis 
. I)_ . _ I) ,· . -

of Matn.m(K). In particuiar, dimK(Matn.~(K)) = _nm. · o 

We relate L(V,W) tb Matn~m(K). This relation is implic_it· in (*). We state 

this relation as a definition and prove that LK(V;'W) and Matn.m(K) are 
isomorphic K -vector· spaces. 

43.6 Definition: Let V be an n-dimensional and W be an m-dimension
al vector space over a field K,_ ~here n:m E N. !-et B ·::;; { v1, v 2, ... ·, vn} b~ a 

K-bf~,~is of V and-B' = {w1,w2, ... ,w m} beaK-basis of W. 
LetT be.a K-linear transformation in LK(V,W) and let 

- m 
viT = L a.irj 

j=! 

·(i = 1,2, ... ,n)~ (*) 

where a.ij E K. 
Th·e n xm matrix (a;)' over K wi~l be called the matrix associated with T 

(relative to the bas!_s B and B'),- and will be written Mff.(n" .. 

In the following discussion, .the bases will be fixed and. we simply write 
M(T) instead of Mff:(T). The _role of the bases will be discussed at the end 

of this paragraph .. 

· 43.7 Theorem: Let V bf!: an n-dimensional and W be an m-dimensional 
- 6 • • -- • • 

vector space over a field K, where n,m E N. Then, for ~ny T,S E LK(V,W) 

and a E K, we have 

M(T + S) = M(T) + M(S) and M(a.T) = a.M(T) 

(all associated matrices are taken relative to the same pair of K-bases). 

In other words, M: LK(V,W)- Matnxm(K) is a K-linear transformation. 
- . . . . ' 

_Proof: LetB = {vt';v2, ·:·;vn} be the k-basis of V~ndB' = {wpw2, : •• ;wm} 

be the K -basis of W relative to _which the associated matrices are taken, 

so that M(T) = (a.;{and M(S) = (f3;); where 
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m -

vl= L,airi 
J=l 

m. 

and viS= L ~irr 
j=l 

m m m 
Then v.(T + S) = v.T- + v.S ="a . .w.+" ~ .. w. = "(d

1
,; + ~-

1 
.. )w

1
. 

I I, I ·£_. IJ J £.. I} J £.. , j' 
j=l j=l j=l . 

and therefore M(T + S) =·(a .. +~-·' =(a.)+ (P = M(T) + M(S). Also · 
. IJ ij' lj'. ij' . 

m m 
vi( aT)= (cxvi)T = cx(viT) =a La ijwj = La cxijwj 

. j=l - j=l 

and therefore M(aT) = (a ex;)= ex( a;}= aM{T). 0 

43.8 Theorem: Let V be an n-dimensional and W be. an m-dimensional 

.. vector space over a field K, where ll,m E N. Then L~(V,W) is isomorphic 

to Matn.m(K) (as ·K-vector spaces). In particular, qimKLK(V,W) = nm. · . . . 

Proof: We know that M: LK(V:W)-+ :Matn~m(K) (in the,
1
notation of Theo

rem 43.7) is a vector space homomorphism. We will prove that M is in 
fact an isomorphism'. 

We prove that M is one-to-one and onto. Let (Y;} be any. matrix in. 

Matnxm(K). We want to find aT in LK(V,W) such that M(T) = (y;j- Suci1 a 
K -linear transformation T should satisfy 

m 

v;T= L,Y;1w1 
j=l 

• . I 
n n · n m m n. 

and (L,cx;v;)T= L,cx;(v;T) = L,cx; LY;1w1= L_( L,cx;Y;)wj 
i= I \ i= 1 . - i= I j= I j= I i= I 

for any vector v =. a 1 v 1 + a2 v2 + · · · + an v n in V. Thus there is at· most one T 

in LK(V,W) with M(T) = ('1;}- Hence M is one-to-one. 

With the hindsight gained from· the chain of equations above, given any 
(y . .) in Mat (K), we define a function T: V :_.. W by 

. lj . nxm . 
n . .m n 

(L,cx;v;)T= ~ (L,cx;Y;)wr 
i=l j=l i=l . 

/ 

n n 
Then, for any a,~ € K and v = L;.cx;V;, v' = ·L ~;V; € V, we have 

i=l i=l 

. n ·n . n . 
(cxv+~v')T =(a.L,cx;V; + ~L~;v;)T=(L;(cxcx;+ ~~)v;)T 

. i=l' i=l i=l 
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m- n m n n · 

= 2: ( :L<.o: o:i + ~ ~i~yi)wj = 2: ( o: l:o:iyij+ ~L~iyi)wj 
j=l i=l . j=l i=l i=l 
. m.. .n : - m . n . . . - '. . - ' 

= o:L, ( Lo:iyi)wi + ~ L ( L~iyi)wi = o:(vD + ~(v'T) 
j=l i=l . j=l i=l .. . 

m 
v1• T = "' y . .w; 

0 . £.... loJ ). 
j=l . 

(i0= 1,2, ... ,n) 

. so M(T)=(Y;)~ Thu·s every (yi) E Ma~n.m(K).is· the,image, under M, ofa~ .. 
least one T E LK(y, W) and so M is onto. Consequently. M is, a vector space 
isomorphism: L ,r((V, W) ~ Mat n.m (K). From Theorem 42.18 and Lemma 
.43.5, we getdimKLK(V,W) = dimKMat,;.m\K) = nm. o 

,. 

Now let U be a vector space over th~ field K, with dimKU = k E N, and let 
B"= {ul'u2, ... ,uk} be a basis of U over K. If T: V ~ WandS: W-+ U are K
linear transformations, whose associated matrices [relative to the K·

bases B = { v1, v2, .. , , vn}, B' = { wl' w2, ... ;w m} of V and W, imd rel~tive to the 
K-bases B~. B" of W andB]are (o:ip E Matn.m(K) and (~11) E Matm.k(K), so 

that -
m k 

Y;T = L 0: ijwj' . wl = L ~ jlu /' 
. j=l . I= 1 

then TS: V ~ U is a K"l.inear transformation (Theorem 41.7) and 
. m . ' .m 

v:
1
.(TS) =(v.ns=("'o: .. w.)S= "'o:.(wS) 

I £.... 'I) J £.... I) J 
j=l fol. 

·m k k' m · · 

= l:o:;r L~11ui =l:(l:o:;h)ui 
j=l .. 1=1 1=1 j=l 

so that the matrix associated with TS [relative to the K -bases B ,B "] is the 
m . 

n xk matrix whose i-th row, 1-th column entry is L o:ij~fl.' !his leads us to 
- . .fol 

the following definition. 



I 
43.9 Definition: Let A = (a.;) be an n .x m matrix and let B = (~;) be an 

m. xk matrix, with. entries from a field K. Then the product of A and B, 
m 

denoted by AB, is the n xk matrix (Y
1
--) over K, where y .. = ~a. ·~-1 • Stated 

- j' l) • L..J l) J -
j=l 

m 
otherwise (a..-)(~ .. ) := ( 2. a. ·~-j) 

. ij'. ij' j=l IJJ 

Before studying the properties of this matrix multiplication, we summa
rize.·the discussion prect:ding Definition 43.9. Although inatrix multipli
cation; is defined in such a way as to make it true, the following theorem 

is by no means obvious (cf. Remark 43.18). 

-43.10 Theorem: Let V, W .l!_ be vector spaces over a field K, of nonzero 
finite dimensions n,m,k, respectively. Let B, B ', B~' be fixed K-bases of 
V,W,U, resper;tively .. lf, relative to these bases:T e: LK(V,W) has the 

associated matrix A, and S e: LK(W,U) has the associated matrix C, then 

TS e: L K(V,U) has _ihe asspciated matrix AC. Equivalently, 

M(TS) = M(T)M(S). 0 

The product of an n x m matrix by an m x k matrix is an n x k matrix. 

Notice that the number of columris in A has to be equal to the number of 

rows in B in order AB .to make sense. The product of an n x m matrix by 
an m' x k matrix is not defined unless m = m ' . 

. Matrix multiplication _is associative whenever it is possible. That is to 

say, (AB )C =A (B C) for any matrices A ,B ,C with entries from a field K, 

provided the sizes of A ,B,C are such that the products A B and B C 'arc 
defined (then (AB)C and A(BC) are defined, too). More precisely, if A is 

an -n x m matrix, B is an m x k matrix and C is an -k x s matrix, then --the 

two n x s_ matrices (AB )C, A (B C) arc equal. To prove this~ let us put A = 
(a.;)• B = %1), C = (y1r), where i ;, I ,2, ... ,n; j = I ,2, ... ,m; r = I,2, ... ,s. Then 

_m 

where Eil = L a. ;,tJ11 
J=l 
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BC = F = (<!j,), 

k 

k 
where .Pjr = 2, ~ 11y1, 

. 1=_1 . 

and· from (AB)C-= EC =( L, e~1Y1, ) 
./=1 

( k m ). (k ·m ) 
. = L ( L a iJ11) Y 1r = L L (a ih)Yir ' 
. 1=1 j=1 1=1 j=1 . 

A(BC) =·AF = (f.aiA) =( f._aii(i_~JtY1,)) 
. . j=1 ... i=1. 1=1. 

· · ·m k · · k m . 

.. = { L L a i}~iltr)) ~( L L a iJ(~J7Y/r)) · . 
j=1 /=1 1=1 j=1 

= ( f f. (aih)Y/r)' 
. /=1 j=1 

we conclude· that (AB)C = A(BC). 

However, tli~re. is n~ hope for commutativity. For one thing, the product 
B A need not be defined even if the product . A B happens to be defined .. 
For instance." if A is a 2 x 3 and B is a 3/x 4. matrix, then AB is a 2 x A 
matrix, but B A is not even defined;. let alone is equal to AB. But also in 
cases '\Vhere both products AB and BA are defined, they will, generally .. 
speaking, have diferent sizes, so they will fail to be equai 011 dimension 
grounds. for instance,· if A. is a 2 x 3· matrix and B is a 3 x i matrix, then 
AB is a 2 x 2 matrix and BA is a 3 x 3 matrix and AB ;z! BA, ·since a2 x. 2 

matrix cannot be ·equal to a 3 x 3 matrix. Even if both AB and BA are 
. " - ··. . -
defined and have ihe same size·· (this occurs only in case A and B are 
square matrices with the same number of rows), it usually happens . that 
. . . 0 0 1 0 (l 0) (0 0 . . 

AB ;z!B~. For example <ro) (o(>};z! 0 0 1 o)· 

Let lm be the square.·matrix over K with m. rows; whose entrie~ are ·all 

equal to 0. ·E k, except for those on the main diagonal, ~hich ;ue all equal 
to 1 E K (the main diagonal in any n x m matrix consists of the places • 
where the i-th row and the i'-th column intersect, (i = 1,2,' ; .. ,min{n,m})). 

·It is easily verified that Aim= Afor .any A E Matn.m(K). Likewise InA =A 
for aity A € Matn.m(K)·. ' . . 

Let omxk be the m X k matrix over -K. all . of wh()s~ ~ntries are 0 € K. One 
checks easily that AO ,_ = 0 k and O'k nA.= O'k m for any A E .Mat (K). mXA _nx X X nxm 
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Multiplication of matrices is distributive over addition. Indeed, for all A 
= (o: .. ) E Mat· (K) and·B = ((3.1), C = (y.1) € Mat k(K), we have 

IJ' nxm . J J . mx . 
m m . 

A(B +C) =(o: . .)(f3.1 +y.1) = (" o: .(f3.1 + y.l)) = (" (o:.,fl. + o: .. y.)) 
· . I) .. J J , L,.. I) J J L,.. I) J• I) J• 

j=l . j=l 
m m m . m . 

= (L,o:i;~jt+ L>ij~t) = (L,o:;1cf317) + (L,o:ij~1) =AB +AC. · 
j=I j=I j=l j=l 

In .like manner, one proves (B + C)A = BA + CA for aliA E Matn.Jr.(K) and· 

B,C E Matm.n(K): 

One checks easily that, for all o: E K, A E Matn.m(K), B E MatmjK) 

(o:A)B = o:(AB) = A(O:B). (e) 

On writing A = (a.;)• B = (f3j1), we get indeed 
m· m 

(o:A)B =(<xo:;){f3jt) = (L,(o:o:;)f3;1) = (i:o:(o:;h)) 
j=I . j=l 

m m · 

= (aL,o:;h) = o:(L,o:;h) = a(AB) 
. j=I j=l 

and 
m m 

A(aB) = (a.;)(af3j/) = (L,a;}af3j1)) = (L,a(a;h))· 
. }=! . j=l . 

m . 'm 

=(a.2:.0.;h) = a(L,a;h) = a(AB). 
j=I j=I 

Let us now consider the set Matn(K) of square matrices over a field K. 

From Theorem 43.3, we know that Matn(K) is an abelian group under 

addition. The product of any two n x n matrices is an n x n matrix. Since 

the matrix multiplication is associative an~ distribu~ive over addi.tion. 

Mat (K) is a' ring. We also know that A I =I A =A for any n x n nJatrix 
n . · . , n n 

A. Thus we proved 

43.11 Theorem: Let K !Je afield and 11 EN. Th{!_n. under matiix·culclition 

and matrix multiplicaJion, Matn(K) is a ring with i~lemity ln. o 
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·The counterpart of Theorem 43.11 for ·linear transformations is also valid. 
; 

43.12- Theorem: Let V be a vector space over a field K and let L K(V, V) 

be the set of all K"linecir mappings from V into ~-Then, under thepoint-: 

wise addition and composition of K-linear transformations, L K(V,V) is a 

ring· with identity. The· identity- mappini 1: V .- V is the. identity element 

of this ring LK(V,V). [Notice that there is ho hypothesis about dimKV.] 

Proof: We must check the ring axioms. From Theorem 43.1, we know 
that L K(V, V) is an abelian group under addition .. Also, (1) L K(V ,V) is 

closed under the composition of mappings (Theorem 41.7}, and (2) 
composition· of mappings (whether K -linear or. not) is associative. 
(Theorem 3.10), and _(D) composition is distributive over addition: when 
T ,S ,R are arbitrary elements of L K<Y ,.V), tijen· _ · 

. . 
v(T(S + R)) = (vT)(S + R) ": ((vT)S) + ((vT)R) = (v(T~)) + (v(TR)) = v(TS + TR) . 

. and v((S~+ R)T) = (v(S + R))T = (vS + vR)T = (vS)T + (vR)T = ~ST) +.v(RT) 
. = v(ST'-+RT) . . 

for all v e: V, hence T(S + R) = TS + TRand (S + R)T = ST + RT. So LK(V,V) 

is a ring. Finally, the identity mapping_ I is clearly a K -linear . transforma

tion, so I e:·LK(V,V) and as Tl::::: T =IT for all Te: LK(V,V), we conclude 
I . / 

that L K<V.. V) is a ring with identity 1. o 

43.13 Theorem: Let V be_ a vector space over a field K- with dimK V =:=' n, 

where n e: N. Then LK(V,V) = Matn(K) (ring isomorphism). 

Proof:' We fix a K-basis of Vand 'use the mapping M:-LK(V,V) .- M{lt/K) 

·of Theorem 43.7,so that M(T) is_the associated matrix of the K-linear 
transformation T ~ LK(V,V). By Theorem 43.8, M .is an isomorphism of 

abeliari groups (in fact of K-vector spaces, but we do not· need this. now) 
and by Theorem. 43._10, M preserves nmltiplication as well. Herice M is a 

. ring. isomorphism. 0 
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Let us recall· that a umt m a ring with identity 'is an ·element of that ring 

possessing a (unique~ ·ri-gl;t i'nverse which is. also a left inverse. :what are 
the units of L K( V ,V)? The units in L K( V, V) are, by definition, . those K

linear transformatio~s- T with the inverse r 1 i~ LK(V, V). The invers·e of 

Tin LK(V,V), whenever it exists, is in LK(V,V) by Lemma 41.10(2). Thus 

:the unit~ or' L K(V,V) are the K -linear transformations in L K(V, V) which 
are one-to-one and onto: the units of L K(V ,V) are the vector space 
isomo~phi~ins from V onto V. The set of all isomorphisms from V onto V · · 

will be denoted by GL(V). This, is a. group under the composition of 

mappings, called the general linear group ofV. Th.us LK(V,vr = GL(V). 

The units iri Mat (K) are the invertible matrices, that is .to say, matrices 
. ·- n .. 

· A in Mat (K) for which an A -I E Mat (K) exists such that AA -I= 1 = A-1A. n - ,.. n n 

These are the matrices associated .with isomorphisms from V onto V. In 

the next paragraph, we will give\ a necessary. arid sufficient condition for 
a matrix to be invertible ·(Theorem 44,20). The set of all invertible 

matrices \n Matn(K) will be denoted by GL(n,K). This is a group under the.· 
multiplication of matrices, called the general linear group of degree 11 

over K. Thus Matn(Kf = GL(n,K). When Vis an n-dimen~ion~l vector 
space over K, the group GL(V) is isomorphic to the group GL(n,K). 

We return to the more general case of L K(V)V) and Mat n.m(K). Suppose 
·,again that V and W are K -vecto.~ spitc~s of K -dimensions n and m, 

respectively, where n,m EN. Let B = (v1,v2, . .• ,vn} and B* = {vf.'-'1· .... ~} 
be K-bases of V and let B,. = { wl' w2, : .. ,w m} and.B'* = { wj,n1, ... ,w!l be K-

bases of W. With eacli K -linear transformation T: V - W, there is 
associated a matrix Mff .(T) relative to the bases B and B ', and a matrix 

Mff~.(T); relative to the bases B* and B '*. We want to study the 

relationship between Mff.(T) and Mff~.(T). 

We recall that Mff.(T) = (ai) and Mf.(T) = (~i)• where 
m 

vl.= L a 9wj and 
j=l 

We introduce transition matrices 

Writing 

m 

v'fT ="" ~ .. iv.*. 
I · ,L... I) }· 

j=l 

which describe ; the 

535 

(i=·l ,2, ... ,11) 

change of bases. 
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... , n 

vi= L Yikvk (i= 1;2; .,.,n) 
- k=l 

. we obtain a matrix (yik) in Matn(K), ~~ll~d the trinisit~on matrix from the. 

K-basis B to the .K~basis B* of v.· Of course, (yik) = Mff.(z), where ' is the 

identity mapping on V. We have the schema 

mappings 
.vector spaces 
bases 
matrices 

Now the compositiOn 11 is the identity mapping z. Relative to the bases B * 
and B *; the matrix associated with .r is the_ ide~tity matrix ln. This matrix 

is also equal to M 8;(r)Mff.(r) by Theorem 43.10: M8;(r)Mff.(r) =ln. Thus the 

transition matrix from B to B * is the inverse of the transition matrix 
from B* to B. ·' 

.-~.· v - ·.v 
B B* 

Mff.(r) 

v --+ v 
B* · 'n- -

• M~(r) = <Mff.<r)t1 

43.14 Theorem: With the fo_regoing notation, let P be the transztwn 
·matrix from B to B*, and let Q _be the transition matrix from B' (o B'*: If 
T: V --+. W is any K-linear mapping,' then the matrices M:.(T) _and Mr.<n 

. . p. ·~ B . 
are connected by M8 •• (1) = P M8 .(1)Q. 

Proof: We have the following schema 
. T 
v --+ w 
B . B' 

M:-<n 
The K -linear transformation T can be .de sri bed also as follows.-

!v T 'w 
v· --+ ·v - w -- w 
B* B- B' B~* ···· 

M~(zv> M:.<n _ M{.<rw> 
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Now M0;(ry) = [Mff.<rvW1
. =p-I and Mff:.(rw) == Q. By Theorem 43.10: the 

·matrix associated with T relative 'to the bases B * and B '* is p-1Mff.(1)Q. 

Hence_ Mr.<n = P-1Mff.<nQ. 
rv- · T rw 

v---v w---w 
B* B B' B'* 
. p-1 Mff.(T) Q 

0 

43.15 Theorem: Let \1 be an- n-ditnensional vector space over ~ field K, 

B and B* be K-bases r)/ \1, and let P be tlze transition matrix from B to B*~. 
Suppose T is any K -linear mapping from V into V. If M (T) is tlze matrix 

associated with T ·relative to tlze bases B ~nd B, and if M*(T) is tlze 

matrix associated ll'ith T relative to the bases B * and B*, then 
M *(1) = p-I M(1)P. /. 

Proof: This is -a special case of Theorem 43. 14. ·Using the diagram 

I T 
\1 --> \1 \1 --> v 
B* B B . B * 

p-l M(T) P 

the proof follows immediately from Theorem/43. I 0. o 

43.16 Definition: Let K be a field and let A = (u .. ) be an 11 x m matrix 
' l}' 

with entries from· K. Tiien the m x n matrix whose j-tli row, i-th column 
entry. is equal to a.ij is called the transpose of A, and is. written A 1: 

lienee A l is. obtained from A by changing rows to columns and columns 

to <OWS. FO< insto nee, I he I "mspose of ( ~ j ; ) is (J ~.J . It f ol\ows f <Om 

the definition that (A 1)
1 =A_ for :uiy matrix A. 
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43.17 Lemma: Let K be afield and let A,B E Matnxm(K), C E Matm~k(K), · 

a E K. Then 
- (A+ Bl=At +Bt, 

Proof: Let A = (aiJ;B = (~;) and C = (yj1), where i = ~.2,· ... ,n;},; 1,2, ·: .. ,m 

and l =1,2, ... ,k. Then At= (a .. ), Bt ::::.(~ .. ). ct=(y1.) and aA =(cia .. ); So 
• · · . J1 · )I · , J. IJ · . 

. (A -t B)t = ({o:ij) + (~ij))t::: (aij.f- ~;/ 
= matrix whose j-th row, i-th column entry is a .. +~ .. 
. ' " ~ ' ' lj lj = (matrix whose j-th row, i-th column- entry is (Xij) 

·+ (matrix whose j-th 'row, i:th column entry is 

=-(a;/ + (~;/ =At + B!, 

~ .. ) 
.1} 

= matrix/whose j-th row, i~th column· e~try is a a;/ 

=::: a(matri~ whose' j-th row, i-th column entry is a;j) 
= a(a:.)t = o:A t 

IJ ' 

(AC)t = matrix whose Hh row, i~th column entry is the i-th 
·row, l-th column entry in A C 

m·: 

- matrix whose l-th row, i-th column entry is 'La~i ~1 .. · 

j=l 
.m. 

= matrix whose 1-th row, i-th column· entry is LYit aij 
. ' ~~- . 

= (matrix whose 1-th row, j-th column entry is y~ )times 
" } 

(matrix whose j-th row, -i-th column entry is o: .. ) 
. . " lj 

= < Y;/C 0: ij)t = etA t. . o-

43.18 Remark: The results in this paragraph are .very. natural. All 
operations di~cussed. here are natural, and the vector spaces and rings of 

:this paragraph ar~s~ naturally. Another_ natural item is the isomorphism 
in Theorem 43.10. 

There is, however, a subtle- point here .. Theorem 43.10 i~ true only 

because we write the functions on _the right of the_ elements on which 



they act! If we had written them on the left, Theor~m 43.10 )VOuld read: 

M(TS) := M(S)M(T). Of course this is. not as good as M(TS") = M(T)M(S). For 
this reason,· people who write functions on the .left define the ··associated 

. m .··· 
matrices differently. If TE'LK(V,W) andv;T = l}"irj as in Definition 

. . . . j=l .. 

43.6, ·they defi!Je the matrix associated· with T (relative to the fixed K ~ 
~ ba~es {vl'v2, .• • ,vn} of Vand {wl'w2, ... ,w m} of W) to be Co:;/. Thus ·their 

M(T) is· our M(T)1
, and .· . 

their M(!S) = their M(first S~ then T) = our M(first S, then T)1 = our 
· · M(~T) 1 = our (M(S)M(T))1 = our M(T)1M(S)1 = their M(T)M(S) 

so that Theorem 43.10 is true in their· notation; too. In some books, the. . . - . . . 

forn1in'g of· the. transpose is. included in the notation for the associated 

matrix. More ~;Iearly, some people write 
m 

viT ~- 2:0:ftwi 
. j=l 

and define · the matrix· associated with T to be (o:ft). Then M(TS) = 

M(T)M(S) as before, but. the equations -above are not very sensible, for o: .. 
. . .·. . fl 

depends primaril~ on i 31nd secondarily on j, so the indices occupy wrong 
places. In our notation, there is no· need for the artificial tra-nspositions. 

nor do we write the indices in the wrong order. 

·-

Exercises 

:· :(o~:n: ~ JB .and A: 3rH~ ~) in Mat /Ill), 

6 I - 1 2 . : · .lo -2 I 0 

a~id when _ 

'· ~ '3 1 4) J 4 2 T 
A= T _2 '3 T • 

. U 4 o T 

. . ~ .2 3 TJ ·U'3'3o 
B=2oT4 
. u 4 3 n 

:53 9. ' ~ . \ ' •. · . ~! 
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· 2. Ler K·be a field ~nd A,B E Mat (K) ~ith AB = BA. Prove that .(A + B)2 = 
n. ' . - . 

A 2 + 2AB +B 2 and (A + B)(A -B)"= A 2 ~ B 2 • Sho:w that these equations 
need not hold if AB ,r. BA. 

· 3. Evaluate A,A 2,A 3; ••• ,·where A is-given by· 

A =(g b ~] andhy A = (g g l \] . Generalize to square matrices of n- · 
0 0 0 

0 0 0 0 
rows. 

4. Evaluate A ,A 2 ,A 3, ••• , where A is given py 

. "(1. 1 0 ]" (b l ~ g J A = 0 1 1 . and _by A = 0 0 1 1 . Generalize to sq1,1are matrices of. n 
0 ~ 1 0 0 0 1 . 

rows. 

4. The trace of a matrix A·-= (ai) E Mat/K) is defined to be the sum of 

the entries- on .the main diagonal of A, denoted by tr(A), so that tr(A) = 
a 11 +~2 + ... + o:nn:'Prove th'at tr(A) = tr(A 1

), that ir(AB) .;_ tr(BA) and that 

'tr(C-1AC) = tr(A) for imy.A,B E 'Ma~n(K), C E GL(n,K) . 

. 6 . .Let V, W be vecto~ spaces over a field K, let {vi: i € I} be a K ~basi~ of V 

. · and let T,S E LK(V,W). Prove th.at T = S-if and only if viT =viS for all i E /. 
' - . 

7. Let V be a vector spaceover·a field K, with dimKV = n EN. Prove that 

GL(V) is isomorphic to GL(n,K). 

8. Let cp: iR_3--:-- 1R 3 be.the IR-Iinear mapping for which u
1

cp = .(1,0,2), u
2

cp = 
. \ . . 
(0~1,1); u

3
cp = (1,0,1), where, as usual, u 1 = (1,0,0), u2 = (0,1,Q), u

3 
'= (0,0,1). 

We put v1 = (-1,1,0), v
2 

= (1,2,3), v3 = (0,1,2). Let B = {u1,u2,u3 },. and B* = 
{v1,v2,v3 }. Sh~w that B* is an ·IR-basis of IR 3 and find the matrix of theIR

Iinear transformation cp relative to ·the b;tses (a) B and B; (b) Band B*; (c) 

B* and B; (d) B* and B*. 

-. 



'§44_
Determinants 

With each (square)· matrix over -a field K, we associate an element of K, 

called the determinant of the matrix. In ·this paragraph, we study the 

properties of .determinants. 

Determinants arise in many contexts: For example, if a
1
,a2,b1,b2 _ elements 

of a field K and if the. equail~ns 
.. 

:a1x + a2y = 0 _ 
b 1x _+ h2y = 0 

hold, then (ci
1
b

2
- a2b 1)x =' (a1b2 - a2b 1)y ~ 0. In §17, we called a 1h2 - a2b1 

the determinant of: th;· matrix (~1 
:

2
): 

. · I 2 

. Now let a3 ,b3_,cl'c2,c3 be further elements of K. If 
a1x +a2y + a3z = 0 
b 1x.+h2y+ ,h3z = 0 

. c1x + c2y + c3z ·= 0, 

then,. multiplying the first equation by b2c~ - bl2· the' second by a,c2 -: 

a
2
c3, the third by a2h3 - a3h2 and a~ding ·them,. we get Di = 0; where -

D = al b2c3 - al b3~2 + a./J l_c2- a2bl c3 + a2b3cl - a3f?2cl. 

One o~ains also Dy = 0 and Dz~ = 0. Here D is a sum of 6 = 3! terms +a/'/'k; 
wh~re { ij,k} = {1 .~.3 }_and the sign or'aJ'/i: is+or ,- acc~~diiig a~ (~ ~ ~) is _ 

. . - -- -. . . - . 

an even or odd permutation in S3. 

·similarly, when we try to eliminate x,y,z,u from the equations 
a1x + a2y + a3z + a41i = 0 
b 1x + b2y +b3z + b

4
u = 0 

c1x+ c2y + c3z + c.4u · =.0 
d 1x + d2y + d3z + d4u = 0, 
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we get D 'x "= D 'y = D 'z =_D 'u· = 0, where D is a sum of 24 = 4! terins 
'l'a,bckd1; where {i,j,k,l} = {1,2,3,4} and the sign of a.bckdl is + or -

I ) . , I J. 

(
1 2 3 4) ' 

according as i j k l. is an even or odd permutation in S4 • 

This pattern continues. The expressions we get in · thi_s way are called 
determinants. On changing a to a1 , b to a 2, c to a 3 , ~tc., the . formal 
definition reads as follows; 

44.i Definition~ Let K be a field and 

( 

all a 12 · .· · a 1 J 
a21 a 22 · · · . a 2: _. 

A = .......... : : _· - (ai) 

anl q. n2 · · · a·rin 

be an n x n square matrix with entries from. K. Then the element 

"e(~)all a22 •.• a , .L., , a , a n,na 
o€Sft 

of K is called the determinant of the matrix A._ It ·will be .denoted as 
all a 12 . 0: ln 

a21 a 22 · : · a.2n 
dei A, or det(A), or ............• , or I a;]-

anl a n2 · • ·· ann 

Hence det A is a sum of n! ·terms These summands are obtained from the 
'product a ll<Xi2". ann of the entries in the main diagonal by' permuting' the 

second indices in all the n! ways and attaching a "+" or "-" sign according 
as the permutation is even or odd. Each summand, aside from its sign, is 
the product of' n entries of the matri~, the entries being from distinct 
rows 'and distinct columns. The determinimf can . also be written 

" a 1 1 ·a2 2 .. • a · - L a 1 1 a2 2 .. · a • ..£, , a , a n,na , o , a n,na 
o€A~ - · o€S•\A• ;'", 
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44.2 . Remarks: (1) ·Determinants are defined for square matrices only. 
Nonsquare_ matrices do .not have a· determinant. Note that the determi
nant of th~ 1 x 1 matrix (a) is equal to a € K. · , 

' . . . 

(2) Definition ·44.1 makes sense ~hen K is ·merely a commutative ring . 
. The theory in· this paragraph extends immediately to ~he case where · K is' - . ~ 

a commutative ring with ide!ltity~ We will not need this general theory. 
We observe only: when R is a subring_ of K, and _all entries of A € Matn(K) 

are in R, 'then det A is in fact an element of. R·. · 

Some fundamental _properties of determinants ·are collected ·in the next .. · 
lemmas. 

44.3 Lemma: Let K be a field and A E Ma~/K). Then det A;,; det N. 
(The determinant does not.· change when rows are· changed· to c-olumns.) 

Proof: Let A =(a .. ) and A 1 = (~ . .'1,-'so that a .. =~-- for all ij. Then 
- . i.( · i.( · IJ )I 

det A= L, E(cr)a
11 

a22· ... 0: .: 
, a , a n,no 

· o€S. · . _ · · 

As _a runs through Sn_,so does a-1
• H~nce. 

det A,; L,t(cr-1)a.11 ._ta22 .J ••• a -1· 
, a , o n,no 

o€S. · . 

Using .·commutativity of mul,tiplication in K; we reorder the factors in 
each summand with regard to their second indic~s and _get 

det A= L t(cr-1)a1 1a 2 2 .•• a .. 
a, o, no,n 

o€S. 

Since t( a-1) :;: t( a) for all a E Sit (in 'case n ~ ~; if n = 1, there is nothing to 

prove, for then A =-A 1), 

det A= L ~(cr)a 1 1
a

2 2.~.a .· -
o, - a, n_o,n 

o(s. -

·, = L E(a)~~ lo~22. ···~ , , a n,na 
· o €S. _ 

- = det ·A1• 0 
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44.4 Lemma: Let K be a field and A E: Mat n(K). If each element in a 

particular row (column) of- A is multiplied by y E: K, then the· determi

nant OJ the n~1v matrix thus obtained_)s eqtwl to y·det A.· 

Proof: In view of Lemma 44.3, it suffices to prove th'e statement about 
· rows· only. Let A = (a;)· Assum~ that the elements of the k-th row are 

multiplied by y. The new matrix is Cf\)• where ~ij = a;j for i ;e k and ~kj == 
yak. Thus 

' J 

= L E(o)all ... (yakk .) ... a . 
, cr , o n,no 

· o€S;. 

= y L E(o)all ... akk ... a , o , o n,na. 
aES;. 

= y·la.L 
l)-

0 

44.5 Lemma: Let K 

element d.kj in the k-th 

k-th column of A is 

be a field and A E Mat n (K ). As!m.me that each 

row of A is a sum f.lk. + yk
1
. (each elemetit a;. in the 

. . . J ~ 

a surn ~ik + Y;k). Then det A · is a sum of two 

determinants: 
det A = det B + det C, 

. where B resp. C is identical with A, except for the k~th row (column), in 

which o.kjare replaced by· pkjresp. ykj (a.ik are replaced by ~ik resp. Y;k). 

Symbolically 

• ~ • 0. • • • • 0 • • • • • • 

a"l a "2 a"" 

0:11 0. 12 o. !n a.! i a 12 o: In 

' 
.. 

= P,u p k2 ~ kl! + yk! y k2 Yk'n. 

1··~~, 
. . .: . 

o:nl 0: n2 a a n2 0: 
nr. nn 

j. 

. . 



and 
all • · · ·13 lk + Ylk 

~-1 : ~ .~ :13 2k + Yu 

ann 

all · ~ · · 13 lk 

a21 13 2k 

a In all · · · Y Ik · ·· · · a In 

· · a 2n + ~I · · · • Yu a 2n 
-............. 

ann 
.- .......... . . . 

ani · · · ~nk ann 

Proof: The proof is shorter than the wording of the· lemma. It will. be 
sufficient to prove ·the. assertion involving rows only, and this follows 

from summing 
. €( cr ) a I I ~ .. ak k • · •. a • o , a n,na 

;:: t(cr)ai·l ... (l3k.k · + Ykk ) ••• a . 
., a . , o , a - n,na 

= t( 0 )Iii 1 · · · 13k k • ··a. + t( cr)al I · · · Yk k • ··a .. .,. , ~ , a _ n,na . , 0: . , a . n~n"o 

0 

The last two lemmas mean that ~he de!erminant of a matrix is a linear. 
function of any one of its rows or columns. 

44.6 Leinma': Let K be a field, A E Mat~(K) and y E K. Then det (yA) = · 

y~·det A; 

Proof: This ·.follows from '! silccessiv.e applications of Lemma 44.4. 
Altenatively, observe that,· when we . put A = (a ;)• each summand 

t(cr)(ya1 ,Io)(y~.20 ) .• ~yan,no) of det (yA) is y~ times· a summand 

i(cr)a 1 ,I~a2•20 .•. an,no oLdet A, and conv~rsely. D. 

44.7 Lemmtt: Let K be afieidand A ,8 E Mat n(K).1f B. _is' obtained from 

A by intercharJging two rows (columns) of A, then det 8 = - det A (the· 
determinant changes sign . when two rows (columns) are interch.anged.) 
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Proof: We prove the statement about rows on.ly. Assume . A = (a.;) and 

B = (~i)• and assume that B is obtained from A by interchanging the k-th 

and m -th rows of A so that ~ir= a.ij for all ij with i ~ k, i ~ m arid ~ki = a.",l 

~mj = a.kj for all j. Then · · 

' det B = "E.(cr)~ 11 ... ~kk .• ... ~ .•• -~ . ~ , , a , a m,ma n,na 
,. ~€~ • . . . 

As cr ranges over Sn, so does (km)a. Hence we have 

detB= LE((km)cr)~ 11 (k') ·--~kk(k) ·--~ (k ). : •. ~ (k) . , m a , m o m,m m a n,n m a 
. aes. . . 

=- L E(cr)~11 ·--~k • --~ k ·--~ , , o ' ,mo m, a _,. n,na 
. aeS. · 

= - " E( 0 ) a. I ·1 . • • J a. m • ·: a.k k • • • a. . ~ , a m, _a , a n,no 
aes. 

-=- detA. 0 

44.8 Lemma: Let K be a field and A ,B € Mat /K), n ;>_ 2. If B is obtained 

from A· by a permutation T of the rows (columns) of A, then det B = 
e:(r)det A. 

Proof: Let A = (a.;) and B = (~/ We give a proof of the assertion about 
rows only. The hypothesis· is that ~i.= a.ir. for some T i'n S . We write T as 

. 1 J ... n 

.. a product ·of transpositions: 
T = r 1r 2 ••• Ts 

so tha.t t(r) = (-:l)s by definition. We introduce matdces 
A =A0,Aj,A2, •.•• ,Ai-l'As=B, 

· where each Ar is obtained from Ar-l (r = 1,2, .•. ,s) by 

rows:. - . 

interchanging two 

Ao = (a.i)• A1 = (a.ir,.)• A~= (a.ir,.~)· ···• As-1 = (ai'i"2···r,_1)• As= (a.i'i."i--·~ •. 1r)· 
Then, using Lemma 44.7 repeatedly, 

det B;, de~t A
1 

= ~ det As-l = (-1)2det As-~= (-1)3det As-J 

=··· ={-lYdet A,0 =e(r)det A. o 

. ,f • 

' '..-

- 44.9 Lemma: Let ·K be a field and A. € Mat (K), n ;> 2. If two rows.· n . 

(columns) of A are identical, then det A = 0. 



Proof:. One usually argues as follgws. Interchanging the two identical 
rows . (columns), the det A does not change. But it becomes.- det A 'by 

Lemma/44.7. Hence dei A =- det A. Thus 2det A = 0. One concludes. from 

this that det A = 0. 

-This conclusio_n is justified when we can divide by 2 in K, that is to say,-· 
if th.e multiplicatfve inverse of 2 ··exists in K. Let us recall that 2 is an 

abbreviation of IK + IK, where iK is the identity of K .. Since any nonzero 
element of K has an inverse iri K,.:the conclusion is valid when K is a field 

in which IK + IK ;:z!. 0. If, however, IK_ + IK = 0 (as in l 2), this argument does 
not work. 

We give an argument which works irrespectiv_e of 'whether lK+lK = 0 or 
not. We pfove the statement about- rows only. Reordering the rows of A 

· by a suitable permutation in S , we obtain a mat~-ix B · in which the first 
--- . ~ n . -

two rows. are .identical and det B ;, E{ r)det A. Since det B = 0 if and oniy if 
det A = 0, we may assume, without loss of generality, that the first and . 

. second. rows of ·.A are. identical. We. prove det A = 0 under this. assump= 

tion. 

I a: II _0:0:11221 = Let A = (a:.p·, with a:i .= a:2 . for all j .. If n. = 2;then det A= . 
I . J J . . . . 0:11 

a:11 a:_12 - a:12a:11 = 0. Let us suppose n~w ~ > 3. Then 

det A = " C/. I I a:2 2 a:3 3 ••• a . - ' " a: I I a:2 2 a:3' 3 · • 'a: . ( i ) -L..I , o , o , o n,no L.J , a , o , o n ,no 
. o_EA. _- oES•\A• . 

As cr runs through A , the permutation- (12)cr runs through S \A . lienee 
. _ n .• .. . n n 

.. • 

the subtrahend.. ~ a: !,I 0 a:2,20 O:j,30 ... a:n,;o in (i) is equal to 
oe:SII\An . 

L
. . 
a: ·a: . a: ... (). 

•. l,2o 2,lo 3,3o n,no 
oEA. . 

= " .a: 2 I a: I 2 0:3 3 .. ·a: (commutativity of· multiplication_ ) -.L..i . a , o ~ , o n ,no 
~ oi:A.. · 

" a: I 0:2·2 0:3 3 ... a: L ,to , o ,. a n,no (first two rows are identical), 
o EA-. 
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which is the minuend in (i). Hence -det A = 0. 

It will be convenient to identify the i-th 'row 

·ail o:i2 · · · · a: in 
of a matrix A = (a:i) E Matn(K), where K is a field, with the vector 

. ( o:il O:i2 · · • a:in) 
in Kn = Mat 1 - (K), Similarly, the j-th column xn 

a:nj 

ofA will be identified with the vector (matrix) 

(1J 

0 

in Matn. 1(4). Thus it is meaningful to speak of K-linear (in)dependence of 

rows and columns of a matrix. Likewise, we can add.· two rows (columns) 

and multiply them by scalars. 

44.10 Lemma: Let K be a field and A,B E M_i:lln(K), n ;;;;. 2. Suppose, that 

B is obtained from A by multiplying a particular row (column) of A by· 

some y E K and adding it to a different row (column) of A. Then det B =. 

- det A. (The determinant does not change when we add a multiple of a 
row (column) to another.) 

Proof:.We prove the assertion about rows· only. Suppose.that the·k-th 

row in A is multiplied by y E K and added to the m -th row. _Writing A = 
- (a:i)• B = (f>i)• we have f)mJ = ya:kj + a.mj and r>i1 = a:i1 forJ;:! m. Lemma 44.5 

gives det B.= det C + det A, where C E Mat/K) is id~ntic~l with A except 

for the m -th row, which is y times the k-th row of A. By Lemma 44.4, 
det C = ydet D, where D E Mat n(K) is identical with A except that the 

m -th row of D = th~ k-th row of A ·= the k-ih row of D. Then det D ::::, 0 by 

Lemma 44.9 and det B = y·det D + det A.= det A. 0 



44.il Lemma: L_et K be a fi£ld and A E Mat n(K). If every entry in a 

particplar row (column) of A is equal to 0 E K, then det A:= 0. 

Proof: Let A = (a.i)· -under the_hypothesis of the lemma, t<ach summand 

E((J)a.1,10 a.2,20 . .. a.n,no (o ESn) of det ~ is zero·, for· one of the factors is zero. 

Hence det A = 0. o 

44.12 Lemma: J-et K be a field and A E Main(K). If the rows (columns) 

~~ A are lineariy dependent .over K, then det A = 0. 

Proof: When n = I, A must be the matrix (O)(see Example 4_2.2(a)), :ind 

det A = 0. Assume now n ;;;;._ 2. -We prove· the assertion about rows only. 
If the rows of A are KAinearly dependent, then there are 131 ,132, ...• 13n in K 
such that - · -

--:_ 131(lst row) + 13i2nd row) _-l; ••• + 13/n-th row)=- (o;o, ... ,0) 

and not all of 131'132, .: . ,l3n are equal to 0 _E K. Suppose 13.( ~ 0. Then 13k has 

an inverse 13,k1 inK. We multiply the i-th row by 13i13k1 ~nd add the 

product to the kth' ~ow; we do this for. each i -;:!. k. Then we obtain a 

matrix B whose determinant is equal to det A by Lemma 44.10. On the 

qther hand, the k-th zow of B consists entirely of zeroes and det B = 0 

by Lemma 44.11. Hence det A = 0, o · 

Now we want to discuss the .. calculation of determinants. In practice, 

-determinants- are almost never computed from the definition 

L E(o)a.l 1· a.2 2. ···a.· , o ~ o n,no 
o€S. 

Rather, a -determinant of an n -~ n .matrix is expressed in ternis of the 

determinants of certain -(n-1) x (n-1) matrices, these in turn in terms of 

the determinants of certain (n-2) X (n-2) matrices and so on~ untiL we

come to 2 x 2 matrices, whose _determinants are evaluated readily. }'his 

reduction process is known as the expansion of a determinant <}long (or 

by) a row (column).- :To describe this p'rocess, we introduce a de,finition. 
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44.13 · Definition: Let K be a field and A =(a:.) E Mat (K), with n;;;;.. 2. 
ij' n 

Let M .. be the (n-1) x (n-1) matrix obtained from A· by deleting the i~th 
I) . . . -

row and the j-th column of A, which intersect at the entry aij of A. Then 

( -1)i+jdet Mij is called the cofactor of aij in A: We write Aij for the cofactor 

of aij inA. 

The following lemma justifies the terminology. 

44.14 Lemma: Let K be· a field and A ={a;) E Mat n(K), where n ;;;;.. 2. Let 

k,m.be fixed elements.of {1,2.-· ... ,n}. Collecting together ·all terms contain
ing akm in 

det A=·"' E(cr)a11. a 22 ... a L. . , a , a -n,na 
oES~ 

we write 
dei A = cikmckln _+ terms not containing akm" 

The ckm having· been defined uniquely in this way, we claim: 

(1) c = cofactor of a =A. , nn nn nn 
(2)cnm =Anmfo_r any m = 1,2, ... ,n, 

(3) ck = Ak for any k,m 7 1,2, ... ,n. m m - _ 

Proof: (1) We have 

det A ='"'i(cr)a11 a22 ... an · ..1:..J , a , a ,no 
oES• 

na=n no;>!n 

=·ann L E(cr)a1,10 d2,20 ... o:n-l,(n.:.l); +terms not involvfilg o:nn· 
_oES. . 

na=n . 

Any cr E sn with ncr = n can be regarded as a permut~tion in sn-1' and any 
permutation in S~_ 1 can.· be regarded as a permuta!ion in S n with ncr·= ·n . 

Here E( cr) is independent of whether we regard a as an element· of S n or 

_o_f Sn_1• Hence 
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cnn·= I, e(a)o:1,1o<X2,2o"""(Xn-1,(n-1)o = I, ~(a)o:1,1o<X2,2~··_.'o:~-1.(n-1)o 
o€S~ .. . o€S,..

1 
. ,. 

na=n 

(X 1 1 0:12 
- (X 

1.n-:l 

= 
(X 21 (X 22 o; 2.n~1 = A nn· 

(2) We prove· ·c =A for all m = 1,2, ... ,n. The .case m = n having been nm . nm 
settled in part (1). above, we assume m < n. Consider the matrix B = -, 

(X 11 

(X 21 . 

0:.1-,m-1 o;1n 

• -_o;_2,m-1 o;2n 

<X 1,m+1 

o; 2,m+1 

o; 1;;1-1 <X 1m 

q. 2,n-1 <X2m 

. ·'"' ..... · ............. ~ ......... · ... • .· ..... ·..... . . . . . - ,: ~ 

o;~-1.1 • • ·• <X n-1.~-1 o;n-1,n o;n-1,m+1 
.. -.; o; n,m-1 o; nn o;· n,m+1 

(X ·. 
- n,n-1 

obtaine-d ~rom A by interchanging the m -th and. n-th columns. Then we 
have det A=- det B by Lemma 44.7. and, by part (1), 

' . . . 

det B =_a~ det M + !_erm~ .not involving o:nm . - (ti) 

where M is the (n- ~) x(n-1) matrix we obtain from B by ,deleting its n-th 
row. and n-th column. A glance at B reveals that M is obtained from 

o:_1.m+1 . -

. (X 2.m+1 

./. 
; . . o; 1,n--1 o; 1n 

<X 2,n-1 <X2n 

by n - 1 - ,'n interchange~ of columns. Hence det- M ~ ( -1 )n~l-m det Mnm = 
- (-1)ntmdet M ~....:A.·. Substituting this in (ii),' we get : . nm nm , 

det ~ ~- det B = o:nm (- det M) - ter'}ls not inyolving o:nm . 

. = o:rurf.nm + te~ms not involving o:nm' 

. as was- to be shown. 

(3) We now prove ckm = A_k~ for all k,m. The case· k =· n having been 

._,sc;:ttled in pa~t (~~; 'we assume._'k < n. We c'onsid~r the matrfx C obtained 
•, ~-

' ... ,., 

~51 



from B by interchanging. the k-th and n-th rows. Then det- C =·- det B = 
det A by .Lemma 44.7- and, by part (I), 

det C = a.km det N + terms not involving a.km 

where N is· the (n-1) x· (~-I) matrix we obtain from C by deleting its n-th 

. row and n-th column. The matrix N . js . obtained from M km by n - m -· ·I 
interchanges of columns and ·n- k- I interchanges of rows. 'Hence 

- . 
det N = (-I)<n:-m-l)+(n-k-l)det Mk~ = (-li+mdet Mkm = Akm 

and det A = det C = a.kmAk'nz + terms not involving cxkm' 

This completes· the . proof. 0 

44.1,.5 Theor~m: Let K be a field, A = (cxi) E: Matn(K), where n ;;;;;. 2; Let 

Aij be the cofactor of cxij in A. Then 

for. all ij. 

det A= cxi!Ail + cxi:zAi2 +··· + cxinAin 

det A:::: cxtf•lj+~~2j+. ·: + a;nfnj 

Proof: We have det A = ~ .E(o )ex! I CL. 2 .•. (X n .L.J , a--l., a n, a 
a€S

4 

. = L E(o)cxl,lacx2,2a'' .. cxn,na ·+ L E(o)a.l,lacx2,2a'"cxn,na + ·'· 
a€SA a€S4 

ia=l ia=2 

+L,t(o)a.ll a.22· ... cx , , a , a n,na 
a€SA . 

ia=n 

= exit cil + a.i2ci2 + · ' ' + a. in cin 

= a.i!Ail + cxi:zAi2 + · · · + a;inAin 

for any i. This proves the· first formula. Applying it with At, j in place of 
A, i, we obtain the second formula. o 

The· first formula· in Theorem 44~15· is known as:.,t4a expansion ofdet A .. 

along:. the· i~tlt row~ tb~: second. as; the; expa~sio~, ~Ldct A along_ ·the j-th 
column •. ·Each element· in the i-th row (i-th colqmo) c(,)ntributes a. term, 
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more spetifically a. .. contributes ~a..A .• where A .. is the determinant of the 
11 . If -I) · IJ . . 

(n.;..l) x (n-1) matrix obtained from A by deleting the: row and column of 
,_ ) ' . ' ' . 

a.il times 1 or -1, determined[ t ~ t~e t•:•:bo)a<d !atte~ 

- +- + . 
. .. . . . . . . 

The expansion along a row or column is sometimes given as a recursive 
definition of determinants in terms o'f determinants of smaller size . 

. A· specific determinant is computed as follows. If a row ·or. column 
consists of zeroes, the determinant is 0. Otherwise, we choose· and fix a 

,. I • 

row ·or column: It wi.ll be coiwenient to choose the. row (or column} 
which nas the largest number of zeroes. At .least one .of the entl"ies on 

· the fixed row (column), say ~, is distinct from 0. If a column· (row) 
intersects our fixed row (columnL at the entry y, we add -y~:-1 times the 
c;olumn (row) of-~ to that column (row) .. We do this for each column 
(row). This _does riot change the determinant, but our fixed row (column) 
will consist entirely ·of zeroes, except for the· entry ~. Expanding the 
determinant: along the fixed row (column), we see that the~ determinant 
is eqmtl -to ~ D, where D is the new cofactoi of ~. We. repeat the . same 
procedure with the determinant D, and obtain D = ~ 'JJ', say. Then we 
repeat the same· process with D ··: etc.; until we' come to a 2· x ·2 or 3 x ·3 
determinant which c;an be computed easily. 

44.16. Examples! (a) Let-K be a field and x1,x2, ••• ,xn elements in K. We 

evaluate det (xi-1) = 
I 

... ; 

:' 

L 

xi n-1 x2n-i . . xnn-1 

· This 'is k~own . as the.· Vandermonde deterhiinant~ Let us. denote it by .D . -
. . : ; . :· : . - ~- . , .. ~ .. : : . . • . " . . ·. . . n 

We add -x times the i-th row to the (i + 1)-st row (i = 1,2, · ... ,n- 1). The .n . . . . 
only nonZero entry in th~ new last column will be t~e entry J· in the I st 
row, n-th .column. Expanding D n along the last column, and taking the 
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factor xi - xn in the i-th column of the cofactor outside the determinant 

, sign by Lemma 44.4 (i = 1,2; ... ,n-1)~ we obtain 

Dn = (-1)n-t(xt- xn)(x2- xn) ... (xn-t- xn)Dn-t· 

This holds for. any n, Thus · . 

Dn = (-l)n-l(xl- xn)(x2- xn) ... (xn-1- xn) x 

. (-1)n-2(Xt - xn_,.t)(x2- xn-1) . .. (x~-2- xn-1)0 n-2 

=··· 
= (-1)<n-l)+(n·2>+···+l_(x -x)(x -x) ... (x -x)(x -x)(x -x) 1 n 2 · n · n-3 n n-2 n n-1 . n 

(XI- Xn-~)(x2- Xn-1) ... (Xn..:3.- Xn-!)(xn-2- Xn-1) 

(XI -: xn-2)(x2 - xn.:2) · · · (xn-3 - xn-2) 

(xl - x2). 

Changing the sign of the G) factors on the right hand side and noting 

that (n- 1) + (n- 2) + · ··. + i = {;), we finally get 

Dn = II (xi - x). 
i>j 

the product ~eing over au G) pairs (ij), where ij = 1,2 •... ,n and ; > j. 

(b) Let K be a field. The determinant of a matrix (~i} E Ma<(K), where 
a. .. = 0 whenever i > j, which may be written symbolically 

lJ . 

a.ll a.l2 a13 · · · a. In 

a22 a23 · · · a.2n 

a33 · · · a.3n 

0 

can be evaluated by expanding successively along the first columns. One 
finds imm~diately that I ai}_ = a11 ~2~3~ .. ann. Likewise, the determinant · 

I . 
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·~""···· 

is evaluated to be alla22~3 ..• anri~ In parti<?ular,. the determinant of a· 

diagonal matrix 

-0 

_Q 

What happens if -we use the cofactors. of the elements- in a different row 

(column) in th.e expansion along a particular row (column).? We get zero;_ 

44.17 Theorem: Let K be a fie/{L, A =(a . .\ E Mat (K), n > 2. Then 
~ n . 

ailAkl + ai2Ak2 + ... + ainAkn = O 
a A +- CL. A + · · · + a A - 0 , . lj-im · CL.r2m nrnm-

whenever. ~ k and j ~· m. 

Proof: The first (second) sum is the expansion, along the i-th row (j-ih 

column), of -det B, where B is the matrix ()btaincd from.· A . by replacing 

the k-th row (m -th column) of A by its i-th row (j-th column). Since two 
rows (columns) of B are identical,- det A = 0 by Lemma --44.9. The result 

follows. _ o 

~ . ' 

Using Kronecker's- delta, which is defined by 
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{ 
1 if r = s '8 =· 

rs 0 if r ;:! s, 

so that (8;) is the identity matrix ·JinMatn(K), Theorem 44.15 and 
Theorem 44.17 can be written 

<Xi1Aki+<Xi2Ak2+.~. +<XinAkn= 8ikdet A 

<Xlflm +~2m+ .. ' + <Xnfnm = Sjndet A. 

To express these equations more succintly, ·we introduce a definition. 

44.18 Definition: Let K be a'field and A =(<X;) E Mat/K), where n;;;;. 2. 
The n x n matrix obtained from A_ by replacing the entry <Xij by the 

cofactor Aij of fi.;I in A is called the adjoint of A. Hence. 

the .adjoint of (<Xi) = (A;)· 

Using this terminology, the equations· above can be written· as matrix 
equations, 

A ·(adjoint of A)1 = (det A)I 
A 1·(adjoint of A) = · (det A)I. 

Taking the transposes of both sides in the second. equation, We ol:Jtain 

44.19 Theorem: Let K be a field and A E Mat/K), where n > 2. Then 

A·(adjoinr of A)1 =.(det A)I =(adjoint of A)1·A. o 

44.20 Theorem: Let_K be a field and A E Matn(K}. Then A is invertible 

if and only if det A E Kx. If this is the case, the · inyerse K 1 of A is given 

. by the formula 

A-1 =de! A (adjoint of A)l, 

where. de! ·A denotes the inverse of det A in K; 
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Proof: If det A = 0, then (det A)l = 0 E Mat (K), hence, by Theorem 
. , - . . n . 

44.19, A is a left zero divisor and a right zero divisor in the ring Matn(K). 

From -Lemma 29 .10, we de_duce that A cannot have· a left or right inverse. 

Otherwise, det A ;:! 0 and det A has an inverse de! A. in K. Jf n = 1, the~ 

A = (del A) and ( de! A.) is the inverse of A. If n ;;;;.. 2, we multiply the 

members of the equations i~ Theorem 44.19 by de! A . and obtain 

A· -d 
1 

A(adjoint of A)1 =I= -d. 
1 

A €adjoi~t ~f AY·A. e t · e t :· 

This shows that de! A( adjoint _of A)1 is an inverse of A. So A E GL(n,K) 

and, since GL(n,K) is a group, A has a unique inverse. Hence 

de! A (adjoint of A )_1 is the inverse A -i of A. D 

- The next theorem is another testimony for the use. of determinants. 

44.21 Theorem: Let K be a field and A E Mat/K). Then det A= 0 if and 

01;ly. if the rows (cot'umns) of A are linearly dependent over K. 

Proof: If the rows (columns) of A are 'linearly dependent over K, then 
det A = 0 by Lemm_a 44.12. 

As-sume conversely that del A= 0. Let A= (a . .). Let V be an n-dimen-
. if 

sional K-vector space and let (v1,v2, ... ,vn} beaK-basis of V. Then the K-

linear transformation T E: LK(V,V), given by 
·n 

Vl= L aij~ 
j=l 

has the associated matrix (a.ij) =A,. which ts not invertible since det A = 
0. So A is not a unit in Mat /K) and T is not a unit in L K( V ,V). Thus T is. 

not an isomorphislll. From Theore'm 42.22, we conclude that T is not one

to-one. Thus KerT;:! (0}. Let vE KcrT,v;:! O .. We have 

v= fjlvl + fj2v2 + ... + ~nvn 
fo-r some suitable .scalars 13. E K. Here not all of f:l. arc equal to 0. because. 

1 1 
v~ 0 and (~1 .v2 .... ,v11

} is a K-basis of V. Then · 
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~ n.- - n n ' n . n n , 

o = vT= (L r>ivJ[= L r'>i(vi1}= 2; r'>i_ L v. 1i~=-'L ( L r'>iv.ij)vi, 
i= 1 i= 1 i'= 1 j=.l ~ j= 1 i= 1 

n 

so -""' ['> .v. .. = 0 forj = 1,2, .. . ,n. L., I I) _· 
i= 1 

since (vl'v2, .;.,vn} is a K-basis of V. Thus_ 

r>1(1st row) +.r'>2(2nd row) + ··• + r'>n(n-th row) = (0,0, : .. ,0) 
~ ' . -· ' . 

with scalars ['>1'['>2, ••• ,['>n E K which are not .all equal t~- 0. So the rows of A 

are K -linearly dependent. Repeati~g "the same arg~~ent with A 1, we see 

that the/ columns of A, too, are K -linearly dependent.. o 

We now establish the ~ultiplication rule for determinants: 
. . 

44.21 Theorem: Let K be a field, n E N. 
(1) det (AB) = (det A)(det· B) for. all A,B E Mat/K): 

· (2) det F= 1. 
(3)_det A:1 = (dei Ar1 for all A t.-GL(n;K).· 

Proof: (2) That det I = _1 is a special case of the formula for the 

determinant of a. diagonal matrix discused in Example- 44.16{b). And (3) 
follo~s from (1) arid (2): (det A.-1)(det A).,;, det (A-1A) = det-1 =-1 . . ~ - . 

. n . 

We prove (1). Let~ = ~v.if' B = (r'>i)•_AB ~(yif' so that yij= ~ v. ikr'>kj for all 
. ' . ' --k=l -

·ij. Then _det (AB) ::;= 

n . -

L (J.-lk r'>k 1 I 
k1,; 1 1 I 

n -
= L·v.2k r>k 1 

k1= 1 . ' 1 1 

Yn Y 12 • • • Yln 

Y21 Y22 · • • Y2n 

Ynl· Y n2 • · -- • Y nn 
n·- -

L v.lk r>k 2 -
k2= 1 2 2 

n , 

L v.2k r>k 2 
- k2=1 2 2 . 

-n . 

. L (]. ikn['>knn 
kn=l . · , 

n 

L·V.2k r'>k n 
·kn=l n • . 

........................... ..._ ....... . . . ... . 
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r ~ aP 

a-~ 
1kl kl1 - 1k2 k22 1k~ k~n 

n n n ~ ~ a ~- a ~ 
= ·L, L. L. lkl1-2k2k22 2k~ k~n 

kl= 1 k2=t k~= 1 
a ~ a -~- - · a·nk ~k n -nk1 k_.~1 · nk2 k 22 

~ ~ 

(Lemma 44.5) 

a1kl a 1k2 a lk~ 

n ·n n 
~I 

a -_ 
a 2k~ L. L. L. ~k1~k2"""~kn 

2k2 

kl=1 k2=1 k~=1 
I 2 • ...... (Lemma 44.4). 

ankl ank2 ... a nk~ 

In this n -fold sum, k1,k2, ..• ,kn run independently_. over 1,2, ... ,n. If, 

however, any two of k 1,k2, ••• ,kn are equal, then the determinant I o:ik-1 in 
. . . . J 

the n-fold sum has tW() identical columns and therefore V!lnisties (Lemma 
_44.9). So we may disregard those combinations of the indices k 1 ;k2, ••• ,kn 

which contain two equal values, and restrict the n-fold · summation to 

those, combinations of; k 1,k2, ••• ,kn ·such that · k1,k2, ... ,kn are all distinct: 

Then the n-fold·· sum becomes 

O:lk I 0: 1k2 0: lk~ 

L. ~k l~k2" ··~k n 
0:2kl 0: 2k2 0: 2k~ 

I 2 ..• n . 1 2 ~ .. 
(kl k2 .;. k) E S. o:nk

1 
0: nk 2 0: nk~ 

= L E(cr)~lo,ll32o,2"''13no,n (det A)= (det A)(det B) (Lemma 44.3). 
oES~ 

Hence det AB = (det A)(det B). 0 
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The equation det AB = (det A)(det B)c may also. be· written in the· forms 
det AB = (det A)(dei B1), 

det AB = (det A1)(det B), · 

det AB = (det A~)(det B1
). , 

So there ·are four versions of the multiplication rule for· determinants, · 
kno~n as· the rows by columns multiplication, rows by rows multiplica
tion, columns by columns multiplication, column by rows ·multiplication, 
which are respectively · described below:·· 

I . . . 

If K is a field, (a;)• (~;)• (Y;j>E Matn~m(K), arid if. 
n 

· v= 'L (]. ikf3kj 
. k=l 

n 

y .. = "' (]. 'kf3,.,.-• l) £... l ,.. 
k=l ' 

n 

Y;J = L. a kiPkj 
k=l 

. n 

Yij = L, a kif3jc •. 
k=l 

for all ij, 

for all ij, · 

. for. all ij, 

for all ij, 

.~ then I Y;) = Ia;/ lf3;}· 

/ 

. Restricting the mapping det: Matn(K) _,. K To 
GL(n:K),;, {A t._Matn(K): det A E: K".} 

(Theorem 44.20); we~ obtain a group homomorphism 
det: GL(n,K) _,. K" .. 

The kernel 
(A E Matn(K): det A = 1} 

or 

or 

.or 

* 

of this determinant. homomorphism is .a- normal subgroup of GL(n,K),· 

known as the special linear group of degree n over K, and denoted as 
SL(n,K). 

Exercises 

1.' Venfy that the determinant of a 3 x 3 matrix· ( a;j> can be computed- as 

.follows. We write the first column of the -·matrix to the right of the 
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matrix and the second cohm1n to the right of. the last written copy of the 

first . column: 

(JII a12 _al3 all al2 

!XzJ a22 a23 a21 0:22 

~I a32 ~3 a31 a32 

We take the products of the upper-left, lower-right diagonals (full lines) 

unchanged, the products of the lower-right, upper-left diagonals {broken 
lines) ~ith a minus sign. The sum of these six produ~ts is the deter~i-

. nant ~of (a;)· (This· rule cannot be extented to- n x n · matrices if n is'· 

greater than 3). 

2. Compute the determinants of the following matrices . r 35J [ I 4 5] ( I 2 5) (a) 0 1 6 ; {b) -1 1 0 ; . (c) -1 3 4 ; 
0 0 2 1 2 2 1 0 2 

(I I -1 -2] 
1 

(2 "] . 0 2 -3 0 4 
(e) 3 1 0 ; ,(f) I -1 0 1 ; (g) 2 
. 0 3 2 

. 0 1 _o/ 4 2. 
-1 

3. Find d" A if A ;, tho inotdx a ·~ ~}n Mat3(Z1). 

4. Exp~nd. along the third .colu_mn: 

1 o -s 4 o 
3 -2 -1 3 1 
0 -3 I 2 0 
1 i_ () 2 4 
6 I 2 1 -I 

over 0: · 

(' 0 n (~) i 2 
.:.4 

0 0 7 -3 
41 0 1 0 
-8 i -1 4 
1 -5 -2 -1 
0 1 0 2 



U 
-~ ~ i ~J-. .· 

(d) 3 '9 4 TO" over Z11 • 
TTI'32-7 .. 

· 7 T 3 · 4 . -

7. Let K be a. field and n ;;;;. 2. Prove that 
adjoint of (adjoint of .A) = (det A)n-2A 

·for any A e: Matn(K). . . . 

8. Let K be a field and n ;;;;. 2. Let x,y 'e: K and put 

X +y xy' 0 0 
dn 0 X.+ y xy 0 

·. 0 0 .X +y xy 
.. 

............ 
. Express· dn in terms of dn-l and dn_2, and evaluate it in closed form. 

9. Evaluate the· determinant 

(f:m,:m-1) 

(+:+m)· 

10. Let q e: N and· assume that K is a field of q elements. Using Theorem 
44.21, find the _orders of the groups· GL(n,K) and SL(n,K) (cf.-§17, Ex.17): 
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§45 
Linear Equations 

Let K be a field arid ail ~i E: K (i = 1,2, ... ,m; j = 1,2, ... ;n). We ~sk )f there 

are elements XI ,x2, ... ,Xn in K such that . 

a.llxl + a.1ZX2 + · · · + !XJnxn = ~~ 
(x21XI + a.2z:t2 + '· · + ~nxn = ~2 

a. X +a. _r + .. ·+a. X=~. ml I mr2 mn n m 

(1) 

(1) is· said to be a system of linear equations. We will not treat the 

general problem here. Our objective is this paragraph is to derive 

necessary an,d sufficient. conditions for the solvability of (1) in the special 

case m = n. Concerning the case m ;: n, we will prove only the following 

consequence of Theorem)42.2L 

. 45;1 Theprem: Let K be a field and a.ij E: K (i = 1,2,: .. ,m; j = 1,2, ... ,n). If' 

n > m, that is to say, if there are ~ore unknowns than equaiions in the 
system 

a.llx! + a.1z:t2 + .. · +a.!nxn = 0 

~·!x! + 0:2r2 +; ... + a.2nxn = 0 

a. x + a. _r + · ~ · + a. ·x = 0 ml I m·z:-2 mn n ' 
I 

(2) 

then there are elements x1 ,x2, ... ,xn in K, not all of them being u;_ro, 

which satisfy the system (2). 

Proof: Of course x1. = x2 = · · · · = xn = 0 is a solution of (2), called the 

trivial solution. We ask whether nontrivial solutions of (2) exit: The: 

claim is that there does exist nontrivial solutions of (2) when n > m. 
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. Ut A = ( •,)< Mat .(K). Settffig X ~ ~:) E M at •• 1 (K) and 

. 0 = (~} ~atm.1(K), We ffiay writO (2) as a matrix equation 

AX=O. 

The problem is thus: given A € M a_imxn(K), is there a nonzero X in 

Matnxl~K) such· that AX= 0 € !Jatm~1 (K)? 

Since A(N + M) = AN.+AM ·and A(a.N)= a.(AN) for any N,M € Mat,;x 1(K). 
. . . ' . . . 

and a. € K, the mapping 
. q): M at~xl (K) -+ Mat mxl (K) . 

· N ._. AN-

is a vector space homomorphism. From Theorem 4221, we obtain 
n = dinxMatnxl(K) = dimKKer cp + dimK/m cp 

' · - . <;;; dimKKer cp + dimKMatm~;(K) 
= dimKKer cp + m,. 

so dimKKer cp;;;;;. n- ni > 0, 
Ker cp ~ {0} !: Matn~1 (K), 

and there does exist an X~ 0 in Ker,cp. So there is a ·nonzero X~ € Matn~1 (K) 
with AX· = 0, as was to be _shown. · · o 

45.2 Theorem: LetK be a field,(a.;) € Matn(K) and ·let f! 1,f!2, •••• f!,; be 

' eleme.nts of K. If d~t ( a.1j) ~ 0, then the system 

a.11x1 + a.'1r2 + ·:: + a.lnxn = fl1 

~lxl + ~r2 + · · · + ~xn = flz 

.····················· 
:a. X + ~ .:.r + · · ~ +·a. X = fl nl 1 · n"/:·2 · . nn n .. n • 

hils a 'unique solution in K, given by J · 

det Bi 
x = · (i=1,2, ... ,n), i det (a.;j). 

(3) 

where Blis· the matrix obtained from (a.;) by replacing its j-th column by 

'. _-
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-(~]-. 
~n . 

' 

Proof: Let A = (a1p ~ ~}Mat,.1(K) and B = ~lMat,jK). Then 

(3) can be written as a matrix equation: 
AX= B~ (4) 

. Multiplying .both sides of (4) on the left by A ~1 = de! A~ (adjo_int of A)\ 

we obtain 

X= de! A (adjoint of A)iB. (5) 

Also, multiplying both sides of (5) on the left by· A"; and using Theorem 

44.12, we obtain (4). Thus (4) and (5) are equivalent. So the system (3) 

or (4) has a unique solution given by (5). In more detail, when we write 
A .. for the cofactor ·or 'a: .. in A, so tha( (adJ"oint of A) = (A .. \ the solution is 

lj . lj . . . . ~ 

given by 

(

x

1 J [A 11 

A 2t An'](~' J ~2 = __ I _ A 12 A ~2 · · · A n2 ~2 _ 

: de t A . . . . . . . . . : 

Xn . A !n A 2n · · · Ann ~n 

. 1 I 
So xj = d et A (~ 1 A lj + ~2A2j + · · · +~nAn) for j = 1,2, ... ,n. Cdmparing the 

expression in parentheses with the expansion 

(Theore·m 44.15) of det (a:i) along the j-th column, we sec that the paren

thetical expression· is the expansion, along the j-th column, of the de-
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terminant of the matrix B1 that is obtained from (a.i) by replaCing jts j-th 
column by B. Thus 

(j = 1,2, ... ,n), -

as' claimed. D 

det Bi 
The formula x. = · is known as. Cramer's rule after G. Cramer 

J de t (a. .. ) - . 
. IJ . 

•(1704-1752) .. 

45.3 Theorem: Let K be a·field, (;;_i) € Matn(K). The system 
.- . - - - . 

(6) 

a. X +a. ..X +···+a. X =0 n1 1 n"/:'2 nn n_ 

has. a'nontrivial solution in K (i.e., a solution distinct from the obvious 
on~ x1_= x2 = ... = xn '= 0), if ana only if det (a.i) = ·o. 

Proof: If de_t (a.i)·;z!. O,jhen the system has a unique solution hy Theorem 

_ 45.2, which must be x 1 = x2 = · · · = xn = 0, as follows also from Cramer's 
rule, for th~ numerator . determinants, having a column consisting of 
zeroes only, are· all equal to 0. Thus, if the system has a nontrivial solu
tion in · K, then det . ( a.j) must . be zero. 

Suppose converse~y that dei (a.i)· = 0. Then the columns-of (a.J. :ire linear
. ly dependent over K (Theorem 44.21): There .are elements ~1'~ 2, ••• '~n in 

K, not all of them being zero, such that 

. (~i·J.· :(:~.2] . (~.~.:] '(g~J ~ +~ +···+~ = . 
. 1 ; 2 ; . , n ; , ; 

a.ni - . i:J.:n2 . a.nn • 0 

Thus ·x1 =; ~1 , x2 = ~2, .•. , xn = ~n :is a ~ontr~vial solution of (6). · o· 

.• 
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45.4 Remark: The theorems in this paragraph are- chiefly .of theoretical
interest. Finding :solutions of specific systems by the methods. described 
in this paragraph would be very tedious .. 

Exercises. 

1. Find all solutions of the following system·s of linear equations: 

(a) 

(b) 

3x + 4y- 5z =-1 
2x- 3y + z = 3 
2x + y + 6z = 0; 

4x + y - 5z - u = 1 
6x + 2y - 3z + 3u = 8 

-4x + 5y - 2z + u = -3 
2x - 7z - 3u = 0~ 

2. Using Cramer:s rule, find the solutions if! Z 13 of the following systems 

of linear equations, where denotes residue classes modulo 13: 

(a) 

(b) 

2x+lly+4z·=T 
Jx +"By + 3z = o 

"9x+ f2y + 4z = 7; 

2x + lly + 4z + Ju = 3 
"8x + TOy + oz + /u = 2 . 

Tx + "9y +·2z + ]u = o 
Jx + Ty +"OZ + 3u ·= 4. 

' 
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- §46 
Algebras 

In this last paragraph of" Chapter 4, we consider multiplication of vector's. 
If, on a vector space,· there is an associative multiplication which is .dis
tributive over addition and compatible with multiplication by scalars, 
the vector space is said to be. an algebra. The formal is definition is as 
follows: 

46.1 Definition: Let K be a field and (V ,+) an abelian group. A 
quintuple (V,+,o,K>) is called an algebra over K, ~r·a Kcafgebra provided 

(i) (V,+,o) is a ring, 
(ii) (V,+,K,-) is a vector space, 
(iii)· (a:·a) o b = a:·(a o b) =a o (a:·b) for all a: e: K; a)J e: V . 

. - -

It is implicit in this definitimi that o is. a binary operation on V, called 
multiplication, _and ·. is a mapping from K x V into V, called· multiplication 
by scalars. As usual, we drop these symbols and write a: a for_ a:··a, and a b 
for a o b. Then (rii) becomes a kind of associativity Ia~: (a:~)b = a:{ab), = 
a(a:b). As usual, we shall call V~ rather than. the quintuple (V,+,o,K,-), a K~ 
algebra. 

Examples: (a)LetK,Qe afield andL a field containing K. Then Lis a 
algebra over K. 

(b) 'Let K be ·a field. Then Matn(K) is a K-vector space (Theorem 43.4) 
and also a ring (Theorem 4~.11). Sirice (a:A)B = a:(AB) = A(a:B) for afl ;·in 

' . K and A,B in Matn(K) (see (e)in §43, P• 5-33 ), we concltide that Matn(K) 

is a K -algebra. 

(c) Let K be a fieid and V a vector space over- K.. Then L K(V, V) is a K: 
vector space (Theorem 43.1). and also a ring (Theorem 43._12). Moreover, 
.whenever a: e: K andT,S e: LK(V!V), there hold 
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v((_a.T)S) = (v(a.T))S = ((a.v)T)S = (a.v)(TS) = v(a.(TS)) 

and 
v(T(ixS)) :(vT)(O:S)= (<i(vT))S= a.((vT)S) = a.(v(TS)) =(a.v)(TS);, V(a:(TS)) 

for all v E V, thus (aT)S = a.(TS) = T(a.S). Thus LK(V,V) is a K-algebra. 

(d) !...et K b~ a field and X an indeterminate over K. Then K'[x] is a vector 

space over [((Example 39.2(d)) and also.a ring. We have (af(x))g(x) = 

a(f(:X)g(x))= f(x)(ag(x)) for all a E K imd f(x),g(x) E K[x]. Thus K~x] is. an 
algebra over K. Likewise the ·ring K[x1,x2, • •. ,xn] of polynomi~ls in n inde
terminates is- an algebra over K~ 

46.3 Lemma: Let K be a field and V a finite dimensional vector space 

over K. Suppose there is a multiplication on V which is distriblttive· over 

addition, and suppose that _ 
(a.a)c = a.(ac) .= a(a.c) for all a E K and a,c _E V 

(thus all conditions for V to -be an algebra over. K are· satisfied except 
that associat.ivity. of_ multiplication is ppen). 

Let If be a K-basis of v: Then multiplication on V is associative and V is a 
K-algebra· if and only if 

(bb')b" = b(b'b") for all b',b',b" E B. 

Proof: If multiplication on Y is associative, then (bb')b" =b(b'b") holds 
for all elements b',b',b" of V, in particular, for allb',b',b" in B. 

AssUJne conversely that (bb"')b",;, b(b'b") for· all b';b',b'' in B. We-put B 
=(h1,b2, ··:•bn}. If x,y,z are arbitrary elements of V, we write. them as 

_ n . It -, ~· n ·, ~ . 

X = L a. jb j , y = L ['J lj , z =I y"kbk 
~I ~I . k= I 

with suitable scala~s a.1, r'lp yk. Using distributivity and. (iii), we find 
_ n n n n n 

(xy)z = (2: v.ibi L f'Jh )- L ykbk = L (a;b;)(f'Jh) · :L·Y/Jk 
i= I j=l k= I · - _ iJ= I . . k= I . ·-. 

n . n . 

= I a.;(b;<r'll}) · :L Y kbk 
i,j=l . k='l 

n . n 

= 2: a. ;<r'l/bibj)) · I Y /i* 
i,j=l . k=l 

n n , n . 

-_I <a.;r'l)Cb;b) · I ykbk 
IJ=l k=l 

-. ~ ((a.i['Jj)(bib))(ykbk) 
I.J,k= I · , 
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n n • 

L (a i~j)((bibj)(ykbk)) 
ij,k= 1 . . . . 

=. L, (ai~)[Yk((bibi)bk)]_ 
ij,k=l . . 

n· 

= ~ ((ai~j)yk)((bib~)bk) 
ij,k= 1 -

n · n ·n · .n n 

and likewise x(yz) = L, aibi · {L, ~JJji L, ykbk) = L, a;bi . L, (~lk)(bik) 
i';'1 -j=1 k=1 . . i=1 j,k=1 

- n . , . . . 

':=. L ( a/~/k))(bi(bik))., 
i,j,t;=1 

Now .(ai~j)yk .= ai(~lk) since 'the multiplication on K is associative and 
(bib)bk =.bi(b

1
bi) by hypoth~sis, so (xy)z = x(yz). Hence· the multiplication 

on v is also associative. 0 

46.4 Example's: (a) Let K be a field and G a. fini.te multiplicative group. 
Let K d denote the K -vector space that has G • as a K -basis. Thus the 

· . · IGl · · 
elements of KG are·sums L, aigi, where G = {g1,g2, ••• ,g

1
e;

1
). It. will be 

i=1 

convenient to modify this ·notation as . L a gg. Two elements L agg. and 
g~ g~ 

. . 
L, ~gg of KG ~re equal 'if and only. if ag = ~g for each g ~ G .. The SUPl of 

gEG 

L, agg ·and L, ~gg is L, (ag +~g)g, and the produ~t of_y E.K by L agg 
gEG . . . . ... gEG . g€.G . . . . · · .. · , · . · · gEG 

is LY~fgg.-We now define~a multiplication on KG~ by extending the 
gEG . ' ·• . 

multiplication on. G. using distributivity, More precisely, w~ define "the 

product of L, a g 
. ' g" 

· gEG , ; 
by L, ~gg = L, ~ izh ·: to be L,· a gg _ l.', ~ hh 
·.. . gEG . hEG gEG . hEG 

L ag~hgh = ·L { L, ag~h)k. 
g,hEG -. · k€.G . g,hEG · . 

gh=k 
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For any a= L,agg·,b = L~gg inKG andy E K, we have (ya)b = 
gEG gEG 

= ·L y a gg = 
. ·g€G 

= L ( LY<Xg~h)k '= 
kEG g,h€G . 

gh=k . 

L Y( I, ag~·h)k = Y I, ( I, ag~h)k = y(ab) and similarly a(yb) = y(ab). 
kEG . g,hEG .. kEG g,hEG 

' gh=k gh=k 
The reader will verify that. distributivity laws are valid. 

Each element g0 of G can be regarded as an element I, agg inKG, where 
gEG 

.a = 0 if g ;z! g
0 

and a = I. Thus we regard G as a subset of KG. It is · 
g go . . 

checke~ easily ·that, for any g ,h E G, the product of g h in KG is the 

product g h in G. Since multiplication on G is assoCiative, and since G is a 
K -basis of KG, we learn from Lemma 46.3 that KG is an algebra over K. It 

is called the group algebra of G over K. 

( b} Let !HI =J~ 4 be the four-dimensional IR -ve~tor space of ordered 
quadruples, arid let e = (1,0,0,Q), i = (0,1,0,0), j = (0,0,1,0), k = (0,0,0,1).• 

Thus. { e ,i,j,k} is a basis of !HI over IR. ·We give a multipliCation table for 

these basis· elements: 

.e j ' k 

e e i j k 
i L -e k -j 
j I -k -e i 
k k j -i -e 

Thus ea = a e = a for any a ,E [i ,j,k} and the products of i;j,k are like the 

cro·ss product of the. vectors i;j,k in IR 3 . The product. of two distinct 

elements from { i,j,k} is equal to + the third, the sign tieing "+" for 

products taken in the order indicated in the accompanying .diagram, and 
" II in the reverse order. 

,. 

By distributivi~y. we have the product formula: 
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(ae + 13i + yj + Sk)(a'e + 13'i + /j +- S'k) = (aa' -1313':... yy'- SS')e · 
. + (al3'+ 13a' +yS'- Sy')i 

+ (ay' -138'-+_ya'+ 813')j. 

+(aS'+ 13( :- yl3' + Sa')k 

which may be taken as the definition of multiplication on IHI. One checks · 
that this multiplication is disttibutivite over . addition, and that e is an. 
identity element. To prove the associativity or multiplication~ we. -must 
only verify the"43 = 64 equations'(ab)c = a(bc), where: a,b,~ E {e,i,j,'k} 
(Lemma 46.3). This ve~ification is .left to the reader. The~ multiplication is · 
thus seen to. be associative. One· also finds immediately (aa)b = a(ab) = 
a(iJ.b) for any U. -~ ~ and_a,b E fiji. Thus O:lL is an algebra. over_~- This alge

bra was. discov:ered by the --Irish mathematician W. R. Hamilton (1805~ 
1865) .. The elements of IHl are -ca-lled quaternions, arid IHl is known as the . . ~ . -

Hamilonian· algebra of quaternions; It is not commutative, since ij =.e ?!-e 
= ji, for example. 

Since e is the identity· of IHI, we. will _write 1 instead ·of e and a instead or'· 
a e . (here a E ~ ). Then any real number a. can be thought of as a 

quaternion a I = a .+ Oi + Oj + Ok. In like manner, _any complex number 
a + 13i (where a,l3 e: ~) can be considered as a quaternion a + lli -f.' Oj + Ok. 
In this way; we· may_ suppo'se that ~ and IC are subrings of IHI. 

For any ae: .IHJ, say a:+ 13i +yj+.Sk with ~.13,y,8 e:' ~.we saya is the__real 
part of a imd 13i + yj+ Skis the imaginary part of a. We also put ii 
= a .:_ 13i- yj- Sk and- call a the c~njugate of a. It is ea~ily .seen that .. ao =:= 

0 a for any d,b E _IHJ (note the reversal. of the 'conjugates). We define the 

norm of a, denoted as N(d), to be a a. Thus N(a.+ 13i + yj + Sk) _is equal to 

a 2 + 13 2 + y2 + 82• Note that N(a) E-~. Clearly N(a) = 0 if and only if a= 0. 

·There holds N(ab) = ab (ifj =abo a= aN(b)a = N(b)a a =N(b)N(a) = N(ab) · 
for. any quaternions _a,b e: IHI.- This is equivalent to the identity 

• - . I ~ ' _ 1 

(a2 + 132 + /+82)(a '2 + 13 ' 2 + y"2 + 8 ' 2) =(a a':. 1313'- yy'- 88')2 

. + (al3' + 13a' + y8'- 8y')2 

+(ay' -138' +·ya' + ~W)2 

+(aS'+ l3y'- yl3' + 8~:)2 
which holds in fact in any commutative ring. Th.us the product of two 
numbers, each of which is a sum of four squares, is also a, sum of four 

squares. 
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Just like we divide· a complex numher a = a+ ~i by a· nonzero complex 
number b = y + Si hy multiplying the numerator and denominator of alb. 

by the conjugate. o :::::: y - Si of b: 

a a + ~i 
b = y + Si = 

a + ~i y - Si 
y+oiy-oi 

we can divide any quaternion a by any nonzero quaternion b by multi

plying the "numerator" and "denominator" of alb by _the conjugate o : 
a aTJ aD 
b =bTJ=N(b). 

More e~actly, any nonze~o quaternion b has a multiplicati_ve ·inverse 

(1/N(b))o. Thus IHf is a division ring. An algebra which is a division ring is 

called a divisjon algebra. ·So IHI is a division algebra. 

An inter~sting theorem of F. G. Frobenius .· (1849-1917) states that ~ ,C a·nd 

IHI are the only finite dimensional division algebras over ~. 

(c). The last example can be generalized. Let K be a field in which 1 + -1 is 

distinct from 0. Let Q = K 4
' be the four-dime.11sional K -vector space of 

ordered quadruples, and let e = (1 ,0,0,0), i = (0, 1 ,0,0), j = (0,0, 1 ,0), k = 

(0,0,0,1). Thus {e,ij,k} ·is a basis of Q over K. We define a multiplication on 
. Q by 

(ae + 13i + yj + Sk)(a'e + 13'i + y'j + S~k) =:= (aa' -1313'- yy'- SS')e 

+ (al3' + 13a.' +yo'- oy')i 

+ (ay' -138' + ya' +. l)f3')j 

+(aS'+ l3y'- yl3' + Sa')k 

This multiplication is associative, distributivite over addition and e is .an 

identity element. One checks e~:;ily (aa)b = a~ab) = a(ab) for any ix E K 

and a,b E Q, ,Thus Q is a K-algebra. Q is called the algebra· of quaternions 

over K. This time it will ·be c~nvenient not to identify a E K with -a e E Q. 

The cimjuJ?ate a of a = a.e + ~i + yj + ok E Q is defined to be a.e - 13i - yj..:. ok 
and the norm N(a) of (l to he a a. Thus N(ae + 13i + yj + Sk) = a. 2 + 13 2 + i-+' 82. 

If K _is a field such that a. 2+ ~ 2 + y2 + o2 = 0 implies a. = 13 ,; y = 0 = o. then 

any nonzero a E Q has a multiplicative inverse (1/N(a))a andQ IS a 

division algebra. Otherwise, Q has zero divisor~: thc;e is a no~zcro a E Q 

such that a a = 0 .. 
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Exercise_s 

-I. Multiply 21 + 3(12) + (13) "'"l2(23). + (123) - -3(132) by 1 + 2(12) + 4(13) :.. 
3(23) + 2(123) +-(132) in os3~ . . . 

- . . . 

2. Let 9 _be a finite group, K a field: Put e = L g._ E. KG. Sho~ that e2 = !Gie.· 
~G . . 

3. Let K be a field and A an alge!mi over K. Prove that t?e center Z(A) o_f 

A (see §32, Ex. 1) is a subspace of A: 

4._LefG be a finite group~-Show that dim0 Z(OG)·is equal to the number 

of conjugacy classes in G . 
. 

5, For- any a E IHI, show that 'there are real numbers Cn such that 

a2
- ta + n = 0. 

6. Prove thata2iai ~ ia 21a ·_ iaiai._;_ afa2i = d for any a E IHI. 

7. Let a,b :E 1111. Show that ab = ba if and on1y if 1,a;b are linearly ·depen

den_t over IlL 

8. Prove that {'~'1, 'l'i, 'l'j, 'l'k} !;; 1H1 is a group isomorphic to Q8 (~~e §17, Ex.15) _ 
. . . . . 'l'1ii'l'j'l'k . 

and that_S = {'1'1, '~'t, '~'1~ 'l'k, . 2 . _}!;;;; IHI is a group isomorphic to 

SL(2,Z3), Show that { '1'1 } <! S and S I { '~' 1} ~ A4 . 

9. Pro.ve th.at the 'quaternion ·algebra over C ·is isomorphic (as ring and 
C~vector space) to the. C-algebra. Mat 2(C). 

10. Let K be a field in which 1 + 1 ~ 0 and a.~ nonzero elements i!l K. Let A 
be the four dimensional K -vector space with K -basis e__;i-,j,k .. On A, we 
define a multiplication by the- multiplication .table ·of! the basis elements: 

e i •'j k 

e e. j k 

i 'i ae- k j 
' 

-
j j -k ~e -~i 

.. . 
k k ·' ~i -a~e . -a] 
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(a) Prove that this multiplication makes A into a K -aJgeb!a (IHI is a 

special case K =~.a:=~= -1). 

(b) Show that the center of A is (ke E A: k E K} and that A has no 

ideals aside from 0 and A. 

(c) Define the conjugate a ofa.~ ae.+ ~i + yj '+- Sk E A to be . 

a:e- ~i- yj- Sk and the norm Jll(a) of a to be a a. Verify a5 = o a and 
N(ab) = N(a)N(b) for any a,b E A . . 

(~) Prove· that A is a. division algebra if and only if N (a)-~ 0 for- any 
nonzero a E A and this holds if and only if 1o = a: yf + ~ ~ implies y0 = y1 = 
y
2 

= 0 for any y
0

, y
1
, y

2 
E K.. . '·_ 

(e) If K is finite, say IKI = q, show that there are q + 1 elements in 
-{a:~ E K: y1 E K} and (~ - ~~ E K: y2 E K} and conclude that A is not a 

division aJgebra (This is a special case of an important theorem due to H. 
J. M. Wedderburn (1882~1948) which ·states that any finite division 
algeora is a field). 

11. If 1 + 1 = 0 in a (ield K and A is as in Ex.lO, show that the mapping 
x.-+ x 2 is ,a ring . homomorphis111_ from A into A. 
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§47 
Historical Introduction 

For a long time in the history o( mathematics, a1gebra was understood to 
be the study of roots of polynomials. 

· . This must, be clearly distinguished from numer~cal computation of the 
roots of a. given specific polynomial. The Newton-H_orner method is the . 

best known procedure to evaluate roots of polynomials. The . :tctual 
Galculation of roots was (and is)- a minor point. The principal object of 

algebra was understanding the structure Of the roots: how they depend 
. on the coefficients, whether _they ·can be· given in a formula, etc .. 

There is, of course, the related question concerning the existenc'e of roots 
of polynomials. Does every polynomial · have a root? He~e the coefficient 

. of polynomials were implicitly understood to be real numbers. A. Girard 
(1595-1632) expressed that any polynomial has a root in some realm of 
numbers (not neccessarily in the realm of complex numbers); without 
indicating ·any method of proof. R. Descartes (1596-1650) noted that x- c 

. ' 
_is a divisor of a polynomial if· c is a root of that polynomial and -gave a 
rule for determining_ the number of real roots in a specified interval. He 

makes an -obscure remark abo tit ·the existence of roots. Euler stated that 
any polynomhtl has a root in complex numbers. This result -came to be 
called the fundamental theorem of algebra, a very inappropriate name. 
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Euler proved it rigorously for polynomials of degree..;;;; 6. J. R. D'Alembert 

(1717-1783), Lagrange, P. S. Laplace (1749-1827) made attempts to prove 
this statement. As Gauss criticized, their- proof actmilly assumes the 

· existence of a root in some realm of numbers, and shows that the root is · 
~n fact in C . Gauss himself gave ·several proofs, some of which cannot be 
accepted as· rigorous~ by modern standards. Nevertheless, .Gauss. has the 

credit for having given the first valid demonstration of the 1 so-called 

fundamental theorem of algebra. After Kronecker established in 1882 
that any poly.norriial has a root is some realm of "numbers" (see §51), the 

earlier ·attempts became rigorous proofs. The really funda·mental the

orem is Kronecker's theorem. 

This assures the existence of roots, but does not bring insight t\) the 
problem of understanding the nature of roots any more than existence 

theorems about differential equations .give solutions of differential 
equations or information about their analytic bahavior, singularities, 

asymptotic --expansions, etc. 

The solution of qt,~adratic equations' were· known to many ancient 

civilizations. The cubic and biquadra~ic polynomials (that is, polynomials 
of degree four) were treated by ·Italian mathematicians. Scipione del_ 

Ferro (1465-1526) succeeded in solving the cubic equation x 3 +ax = b 
- (151,5) in terms of· radical expresions. In '1535, Tartaglia (1499/1:500-

1557) solved the cubic polynomial of the form x 3 + ax2 =b. G. _Cardan 
(150'1-1576), substituted x- (b/3) for x and transformed the general 

'cubic x 3 + bx 2 + ex + d to a form in which the x 2 term is absent. Thus 

assuming, with no loss of generality, the equation to be x3 + px + q = 0, a 

formula for the roots is found to be 

This is known as · Cardim's formula, but it is actually Tartaglia who found 
it and divulged it to Cardan under pledge of secrecy, who later 'broke his· 

promise and published it in his book Ars Magna (1545). Cardan's orig

inality ·lay in reducing the general cubic to one of the form x 3 + px + q, 

discussing the so called irreducible case, noting .that a cubic ·can have at 
. . 

most three roots and making an introduction to the theory of symmetric 
. ) 

polynomials. 
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Cardan's book contains a method for finding . roots of biquadratic poly
nomials (that is, polynomials of degree·· four) discover~d by his pupil L. 

Ferrari (1522-1565} rourid 1540. This book made a great irripact on the. 
developement of algebra.· Cardan even calculated with complex numbers, 
which manifested themselves to be indispensable. Contrary to what one 
may be at ~first inclined to believe, there was. no need for · complex 
numbers as far as quadratic equations are· concerned: mathematicians 

had declared such equations ·.<is x 2 = - t" si~ply un~olvable. However, in 
Cardan's formula; one- has to take ·square roots of negative numbers even 
if all the roots are real (the irreducible case). In fact, ·the-roots of a cubic 
polynomial whose three .roots are reaL cannot be expressed by a fomiula 

involving real nidicals 'onl)' (Lemma 59.30\ 

ThJ.ls the first half of 16th century witnessed remarkable achievements· 
in algebra. As late as ·1494, Fra Luca Pacioli had expressed that a cubic 

equation cannot. be solved by radicals, and by- 1540 both the cubic and 
the biquadratic equation:o was solved by radicals. The next step would be 

-to find a formula for the roots of a quintic polynomial_ (that is, poly
~omials of _degree five) and, better still, of a polynomial of n-th degree 

.it;t general. 

Other solutio~s, of p-olynomiaL equations of th~ _degree < 4 are later 
·given by Descartes, Walter von Tschirnhausen (ca. 1690) a'nd Euler. 

Noted mathematicians tried in vein to find a formula fbr the roots· of. a. 
quintic polynomial. Mathematician-s- began to. suspect· that a quintic 
polynomial eguation cannot be solved ·by nidicals. 

Lagrange published in 1770-1771 a long paper "Reflexions sur la resolu

tion algebrique des equations" in which he studied extensiv~ly all 

known methods of solutions of po~ynomial equations. His aim was . to 
derive a generai procedure from the known methods for finding roots of 
polynomials. He treated quadratiC, cubic . and· biquadratic poiynomials in· 
detail, and succeeded in- subsuming the various methods .-under. one 

general principle; The roots· of a polynomial are expressed iri terms of a 
quantity t;· called the resolvent, and the resolvent t itself is the.root of an 

auxiliary polynomial,- called the . resolvent polynomial. When the degree 
of the given polynomial is· rt, the_ resolvent polyn·o~ial is of· degree (n-1)! 
in xn. F~r n <; 4, the auxiliary· equation has therefore a smaller degree 
than-~ the polynomial given, and . can be. solved . algebraically (by 
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induction), but for n ;;;;. 5, . solving the auxiliary equation is not easier 
··than to solving the original equation. 

The ·resolvent is a function of the roots which is invariant under some 
but not all of the penputation of the roots. For example, when the 
degree is four, r1r2 + r3 r4 does not change .if the -roots rl'r2 and r3,r4· are 

interchanged. Lagrange is ·thus l~d to the ·permutation. of the roots, i.e_., 
he. investigated, without appropriate terminology and notation, ·the 
symmetric group on ·n lett~rs .. (Incidentally, the degree of the resolvent 
polynomial is a divisor of id, the order of the symmetric group. This is 
how· Lagrange cam.e to Theorem 10.9.) 

Lagrange ·noted that,· in the successful cases n ' 4, the resolvent has. the 
form r 1 + ar2 ;r ... + ;xn~t'n' where ri are the roots of the polynomial and a 

is a root of xn - 1. This iype of a re~olvent does nC)t work in case ri = 5, 
but it is concievable that expressions of some other· kind could work as 
resolvents. Lagrange studied which type of expressions . could be 
resolvents:• 

In 1799, P. Ruffini .(176~-1822) claimed a proof of· tne impossibility of 
solving the general quintic equation algebraically, but whether his proof 
was rigorous remained controversial. In 1826, Abel gave the first 

·complete proof of this impossibility theorem. His _proof consists of ·t~o 
. · parts.· In the first part, · he found the general form of resol~ents · must be 

as in . Lagrange's description for the cubic and biquadratic cases; in the 
second part, he demonstrated that ·it can never be ·a root of a polynomiaC 
of fifth degree. ·He added, without proof, . that ·the general equation_ 
cannot· be soived .algebraically if the. degree is greater than 5. In addition 

to the -general equation~ Abel also investigated which . special eq~ations 

can be solved by ·radicals. He proved a theorem which reads,_ in modern 
terminology, that an equation is solvable by radicals if th·e associa.ted 
Galois. group is commutative,. It is in this· connection that commutative 
groups are called abelian. 

Abel thus finally demonstrated that the general equation cannot· be 
solved by radicals.· ''General polynomial" means that the coefficients ·are 

- . ' . 

inde.pendent variables or, more . in . the spirit of algebra, indeterminates. 
Abel's theorem does not say anything. about polynomials whose 
coefficients are fixed complex _numbers. But. some polynomial equations · 
with· constant coefficients of degree. five or greater are solvable by 
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radicals. What is the criterion for a polynomial equation to be solvable 
by radicals? This question is resolved by the. French· mathematician 
Evaris~e Galois (18p-l832). With Galois, the principle_ subject matter of 
algebra definitely ceased to be polynomial equations. Galois marks the 
b_eginning of modern. algebra, which means the study of algebraic struc
tures (groups, rings, v.ector spaces, fields, and many others). 

* *' 

Galois had a short and dramatic life. He began ,publishing articlesc when 
he. was. a ·pupil in Lycee (1828). He was a ·remarkable talent. and a 

difficult student.· He wanted~ to enter the Ecole Polytechnique, . but failed 
. twice in the entrance examinations. The reason, he says later, was thilt 
the questions were so simple that he refused to answer them. He later 
entered the Ecole Normale (1829), but expelled from it due to a_ letter in 
the student newspaper .. His unbearable pride was n~torious., He became 
politicized, was sent to jail for some months, then . began a ·liason with . 
"une coquette de bas etage" and died in an· obscure duel (1830). 

Galois' achievements have not been appreciated by his contemporaries. 

He submitted several papers to the French Academy, but these . were 
rejected as unintelligible. It was not until 1. Liouville (1809-1882) . . ' 

p~blished his memoirs. in 1846 that the world came to know Galois and 
realize him to be the one of the greatest mathematicians of all time. 

Galois associated, ·with each resolvent equation, a field· intermediate 
between the field of the coefficients of the polynomial and the field of 

the roots .. His ingenious idea is . to associate, with the given_ polynomial · 
and intermediate fields, a series ·of groups and to translate assertions · 
about fields into group-theo~etical statements. This . involved· the 
clarification of the field and group concepts. The theory of groups is 

founded by Galois. He proved that a polynomial equation is solvable by ' 

· radicals if and only if, in .the series of groups, each group is normal and 
of prime index in the next one, i.e., lf and only if the group of the 
polynomial is solvable in the sense of Definition 27.19 (Theorem 27 .25). 

· It should be noted that this criterion is not an effective procedure to 
determine actually whether · a polyno_mial equation is. solvable by 
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radicals. His contemporaries e_xpecte4 __ that :'the condition of solvability, if. 

it exists, ought to have an external character which can .. be verified by 
inspecting the coefficients.- of a given· equation or, an· the better, by 

solving other equations of degrees lower._ than that of. the equatio~ to. be . 
solved.-" 1 · His is not a workable test that.· effectively- decides if -ail'-_ 

equation is solvable by radicals. Galois himself writes: "If now you give 
me im equation that you' have chosen' at pleasure,- and if you want to 

know if it is or if it i_s not solvable by radicals, l need do nothing more 
than indic-ate . to you the means of- answering your question, .. without 

wanting to give myself or an~one else the task of doi.ng it. In a word;- the . 
calculations are iinpractical." 2 But this is the whole. point. Who cares 
about solvability of polynomial equations. What -Galois· achieved, and 
\vhat his contemporaries ·failed to appreciate, is a fascinating parailel 

between the group and field st_ructures. The group-theoretical. 
solvability. condition is at besi a trivial application of the theory. 

This' tvas too big a chang·e in algebra- and .in mathematics and heralded 

the end of an era vJhen mathematics. was the science of numbers and 
figures. Ever since the -time of Gauss and· Galois, mathematics is the 

scie1~ce of structures. Galois theory is the. first mathematical theory that 
compares ·two different structures: fields and group-s.· It was not easy. to 

. · f~llow this dcv~lopemenL .-Even matheO:.aticians of later gen(!rations 

concieved Galois theory as a tool for answering. certain questions in the 

theory of equations. The first writer .on Galois theory who clearly 

'differentiated -between the theory and its applications is Heinrich Weber 

(1842-1913); ln his, fa.mou·s text-book on algebra (1894), the exposition of 

the the_ory occupies one chapter, its applications another. ' --
The first writer on Galois theory is E. Betti (1823-1892). He published a· 

paper "Sulla risoluzione delle equazioni algebriche" _ in 1852, in which he 

'closely follows Galois' li~e. This is more of a commentary than an origin;il 

exposition. Here the concept of c'i.mjugacy and -~f factor groups made a 

appeare?- dimly .. Another commentator on Galois theory is J. A. Serret 

(1819-1885). 
. . 

Camile Jordan (1838-1922) gave the first exposition of Gajois __ theory. that 

does not follow Galois' o~n line. With Jordan,- e~phasis shifted from 
polynomials to groups: ~~~ made many important orig_inal contrihuiions: 

Among. other things, he clarified the relationship between irreducible 
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-polynomials and transitive groups, developed the theory of transitive 
• groups, define~ factor groups as the group of the auxiliary ·equation, 

introdu_ced composition series, prove9 that· the composition factors in. 
any two composition series of a solvable group are isomorphic. · The -
group concept became central, but solving polynoJ11ial equations still 

remained as the . major concern~ 

At the same time, Two ·German mathematicians, L. Kronecker and R. 
Dedekind (1831-1916), were making very· significant contributions to field . 

theory. 

Dedekind lectured on Galois theory as early as 1856. He seems to be_ the 
.first mathematician who realized that the Galois group . should . be 
regarded as an automorphism group of a field rather than a group of 
permutations. In fact_, he uses the term "permutation" for what we now 
call a field automorphism. This means, of course, he very rightly recog
nized the theory as a theory on fields, not as a theory on polynomials. He 

, introduced the notion of. dependence/independence of elements in an 
extension field over the ~ase field. 

· Kronecker discussed adjunction in ~detail. He noted that it is· possible to 
adjoin transcendental elements as . well as . algebraic ones to a· field and 
proved the important theorem that any polynomial splits into ·linear 

factors in some extension field. 

Weber carried Kronecker's- and Dedekind's ideas further. His exposition, 
the first modern treatment of the subject; is not restricted to ({), but . 

rather deals with an arbitrary field. He clearly states ·that the theory is 

about field extensions and automorphism groups <>.f these _extensions. 

Weber was far ahead of his time. Many mathematicians· of his time 
found his treatment abstract and difficult. 

-
Then came Emil Artin (1898-1962). He combined techniques .of linear 

I 
algebra and field theory. Extensions are sometimes reg'arded as fields, 
sometimes as vector spaces, whichever may be convenient .. He studied 
automorphisms of fields, proved that the degree of an extension is equal 
to the order of·. the automorphism group, introduced the notion of a 

'· ' 
Galois extension, and· abolished the role of the resolvent (primitive 
element). This· latter was· an ugly aspect of the theory about field 
extension~, remnant. of earlier times when· the theory has been regarded 
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as one about polynomials. Artin then· set up the correspondence between 
intermediate fields and· 'subgroups of the automorphism group. All 

computations are eliminated .. from . the theory. Where an earlier writer 
~otild spend . many pages for the step-by-step adjunction of n!solvents 
to :construct a splitting field, we see Artin. merely· write: "Let E ·be a 
splitting field of f(x).'~ With Artiil, Galois ·theory lost all its connections 

with its pasL It is interesting to note that. Artin does to applications of 
the· theory 'to polynomial .equations. In. his book Galois. Theory, applica~ 
ttons are harshly separated from· the· main text: they can be no· more 
.than • an appendix; but Artin- does not. even ~ondescend to . write . the · 

appendix himself: . this task is relegated to ori'e of his students. · 

1 Poisson, quoted from Kiernan's arti~Ie (see • References), page 76. 
· 

2 Galois,. quoted from Edwards' book Galois Theory; pa·ge · 81. 
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§48 
Field Extensions 

.-

We recall a- technical term from Example 39.2(f). 

48.1 Definition: Let E be a field_ and let K .be a nonempty subset of E. If 
K itself is a field ~nder the operations defined on E, then K is called a . 
subfield of E.· In this case, ~ is called an extension field of K, or simply an·· 

··extension of K. 

We write ElK to denote that E is an extension of K, and speak of the field 
extension ElK~ Confusion with·. a factor group or a factor space is not 
likely. We will frequently employ- Hasse. diagrams (see §21) for field ex
tensions. For example,. the picture 

E 

K 
will mean that K is. a sub field of E. 

As in the case of subgroups, subrings and subspaces, we have a · subfield 
criterion. 

48.2 Lemma (Subfield criterion): Let E be afield and K a nonempty 
subset of E. Then K is a subfield of E if and only if 

(i) a+ bE K, 

(ii) -b E K, .. 

(iii) ab E K, 
(iv) b-1 E K (in case b >= 0) 

for all a,b E K. 

Proof: A field is a ring .in which_ the nonzero elements form· a commuta

tive group- under multiplication (see .... the remarks after Definition 29.13 ). 

Thus E is a ring of. this type, and K, is a subf!eld of E if. and only if k is a 
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subring of E such ihat the nonzero elements_ iri- K form a commutative 
group· under mu,tiplication .. Certainly;· every subgroup of E" = E\(0} is· 

commutative. Thu~ K ·is a subfield of E if a!J.d only if K is a subring of· E 
.and ·K\(0} is a' subgro_up of E"~ Now K is a subring of E if arid only if 

(i),(ii)/tii) hold and K\(~} is a subgroup. of£" if and only if· 

. (iii)' ab € K\(0} for all a,b e: K\{0} 

and (iv) hold. Since K. <::. E -and the field ·E has no zero divisors, (tii)' is 

weaker than (tii), and we conclude that K · is a subfield of E if and only _if 
(i),(ii),(tii),(iv) hold. o 

From now on, we will write ~(or 1/b) for the inverse b-1 Of a nonzer() el

ement in a field. Likewise,· we will write For (alb) for the __ product ab-1 = 

b-1a of two elements a;b-1 in a field (assuming b ";>! 0). It follcl\v~ from 

Lemma 48:2 tha·t, whenever K is a subfield of E and a,b e: K, then 
a 

a +b, a--~· ab, b 
belong to K, it being assumed b ";>! 0 in the last case.' A subfield ,of E is 

therefore a· nonempty subset of E that 'is closed under addition, subtrac

tion,- multiplication and division (by nonzero . elements). 

/ 

48.3 Examples: (a) ~ is a exte~sion of q), and C is an. extension of q). 

Also ~ is a subfield of C. 

(b) If K is any field and x an indeterminate over K, then K is a subfield 
·of [( (x) (provided we . identify, as usual, an elem·en.t a -of K with the 

. . a 
. rational runctio~ T , -where the numerator and· denominator are elements 

of K <::. K[x]). Similarly. K is· a subfield .?f K(x,y), where y is another 
indeterminate over K. 

(c) Let q)(i) := (x +'yi E C: x,y e: q)} <::. C. For any,a,b, in q)(i), say a:::: x + yi 

and b = i + ui with x,y,z,u E 0, we ha.;e' 

(i) a + b = (x + z) + (y + u)i e: 1Jl(i), 
(ii) -b = ( -'Z) + (-u)i E O(i), 

I 
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(iii) ab = (xz - yu) +(xu+ yz)i E: O(i), 
' . 

(iv) b-1 = 2 z '2 + 2 -u 2 i E ·o(i), provided b = z + ui ~ 
z+u.z+u · . 

0 + Oi = 0. 
So 0 (i) is .a subfield of ([. It is in fact the fiCid of fractions. of l [ i); and is 

called the gaussian field. 

(d) 0 {.Y2) := {x'+ y-\12 E !R: ·x,y E I!)} is asubfield of IR. lnqeed, for. any a,b 

in O(-Y2), Si!Y a= X+ y.Y2 and b = Z + Ld2with x;y,z,ll E. 0, we have 

(i) a + b = (X+ z) + {y + u).Y2 E 0(.Y2), 
(ii) -b = (-z) + (-u)..fi E O(..fi), · 

(iii) ab = (xz + 2yu) +(xu+ yz).Y2E 0(..[2), · 

( , ) -I - z -u . J-;;2 lfllc- r-;;2) 
IV b. - 2 . 2 2 + 2 2 2 "'L. E v 'I L. , provided b = 
. . z -. It z - ll . '-· .• 

z + u..fi ><! 0 + o-)2 = 0. Here we use. the fact that .Y2 E IR is an irrational 
number (Example 35.11) so that z2 - 2tt 2 7<! 0 if z and u are nonzero 

ratiomil numbers. 

(e) Let L =· {x + y42 E IR: i~y € 0} !;;; IR. Then L is not a subfield of IR 

since, for exampl~ ~2 E L but ~2-!Jl e: L (why?) On the. other hand, 
. 3- 3 3 . .. . 3 3 ... 

0(.(/ 2) := (x + y-{2 + z-fi E IR: x,y,z E I!)} = (x + y-{2 + z(-{2)2 E-JR: x,y,z E I!)} 

is a subfield of ~. The· pr~of of b E 0(~2)\(0} =} · 1/b E 0(~2) is: left to 

the reader. 

(f) Let K be a field and let Ki (i E I) be a family of subfields ·of K. Then· 

.n Ki • is a subfield of K, for the closure properties in Lemma 48.2 hold 
IE I . , . . _ 

for n K. if they hold for each of the K .. 
l€1 l l 

From. the last example, we infer that the intersection· of all subfields of a. 

field K is a subfield of K. N~te that the intersection is taken over a 

nonempty set, since at least K is a subfield of K. 

48.4 Definition: Let K be a field. The intersection of all subfields of K is 

called. the prime subfield of K. 

-. 
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Thus every· subfield _ of K contains (is an extension of) the prime subfield 
of K. We want to describe the elements in the prime subfield of K. Let .P 

·denote the prime· subfield of K. In order to distinguish clearly between. 

the integer 1 € _ Z and the identity element of K, we will denote in t~is 

di~cussion the identity element of K as e. We -know o·_ E P, e E P and 0 ;z! e_ · 
because P. is· a field. Now p-is a group under addition, so e :+- e = 2e, 2e + e 

= 3e, 3e + e=. 4e, ... are elements ~f P, and also -e, -2e, -3e, ..:4e, .... 

Hence ... , -4e, -3_e, -2e, -e, 0, e, 2e,·-3e, 4e, .. : 

all bdong to P: we have {me € K: m E l } !;; P. Moreoever, P is closed 

_ unde~ division (by nonzero elements), and so P 0 := {me/ne € K: ·m;n € Z} 

is a subset of P. It is natu_ral to .e_xpect that P 0 is a subfield of K (and thus 
P0 = P): for any me/ne, relse € P0 withm,n,r,s €: Z, we presumably have 

(
·.)_me_ re (m's -t rn)e 

_ 1 -+- = ) E P0~· 
· ne se (nse 

( 
.. ) re _ ( -r)e p.· 
n --.----.- € o• se. se 

(iii)~~= (mr)e _ E p, 
- . ne se (ns)e o 

(
. ) 1 se ·p - .d d "re · 

0 
. · 

0 
· 

tv --= - € . 0, provt e - ;z! , I.e., re ;z! • 
- . re re .se . -

se .. 
-These are in fact true, but care must be exercised in justifying (i),(ii),(iii); 

(i~). This is done in the next theorem- which states that P is isomorphic 
either to I[Jl orto 1P for some prime number-p. . . 

48.5 Theorem: The prime subfield of (my field K is isomorphic to I[Jl or 
to 1 for some prime number p (ring isomorphism).· 

. p ' . 

Proof: Let e be the identity of K and let P be the prime subfield of K: 

Then le = e ;z! 0 ;z! -e = -1 e. We distinguish two cases, according as there 

doe~ or does ror- exist an integer n E 1\{ 0} satisfying ne = 0. 

Case 1. Assume there is a nonzero integer n such that ne "= 0. Then there 

are~ natural numbers k wi!h ke = 0. Let p. be the smallest natural number 
such that pe = 0. We claim thin the mapping 

cp: 1 --+ p 
n --+ ne 

is a ring homomorphism, that p is a prime ·number and that P '="- .1 . 
p 
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For any m,n E Z, we have .(m + "n)cp = (m + n)e =me + ne ·'(this 'is not 
distributivity!) "and', (mn)cp = (mn)e = (me)'(ne) = mcp·ncp (here (mn)e 

(me)(ne) is distribut-ivity!), so cp is a ring homomorphism. 
,. J . . 

If p were composite, say p = rs with r,s E N, 1 < r < p, I < s < p, then 0 
= pe = (rs)e =.(re)(se) would yield, since the field K has no zero divisors, 
thaC re = 0 or se = 0, contradicting· the definition of p as the smallest' 

natural number satisfying pe = 0. Sop is a prime number. 

Case 2. Assum~ there is no nonzero integer n such that n-e = 0. We claim 
that the mapping 

1jl:O-+ P. 
m/n -+ me/ne 

is a ring homomorphism and that P ~ 0 ~ 

:First we show that~ is well defined._If: =~: E 0 with m,n,m',n' E.Z 

(n ~ 0~ n'), th~n mn' = m'n in Z, so (mn')e = (m'n)e in P, thus (me)(n'e) 
. .. '1 1 

· = (m 'e)(ne) in P. Multiplying both sides of this equ\ltion by -- E P, 
ne n'e 

b · me m'e S - · II d f" d we o tam·-=---,-. o 1Jl IS we e me . . - -n e n e _ 

· m r -
for all-, -E 0 with m,n,r,s E Z, n ~ 0-iz! s, ·· n s 1Jl is a ring homomorphism: 

we have (
m + c.'\,·= (ms + r n\,_ 
n sf . ns r 

(ms + rn)e '- (ms)e + (rn)e 
(ns)e - ne.se 
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(me)(se) + (re)(ne) me re . m r 
= =- + -=-ljl·+ -ljl 

ne-se ne .se n · s 

. -- . ' 
and (m ~l" =!!!.!_ IP ',:, (mr)e = (me)(re) ·=.!!!..!!.. re =~IP !:_IP · 

n sf: ns (n_s)e (ne)(se) ne se ·n. s ·. 

Since we assume· that me ,r.. 0 form e: l\{0) in Case 2, we obtain Ker IP = 
• •• 1 • • • r·-

. m · 1ne m . m ·· · 
. {- e: · 0: -. = 0 .e: K) = {- e: 0: me = 0 e: K) = {- e: 0: m = 0 e: l ) = { 0), 'so 
. n . n e n ·. n · . , · 
Q ~·0/{0) = 0/Ker·IP ~ Im IP!;;; P and Im \P, being a ring isomorphic to 0, 

/. . . . 

is a field. So I m IP is a subfield ·of K, therefore f !;;; I m IP. This yields P = 

Im cp and ~ ~ P, as claimed. 1 o 

48.6 Definition: Let K be a field and let e be the identity element of K . . 
If there are ~onzero integers n such that ne = 0, and if p _is the smallest. 

natural number such that pe = 0, then ~ is said t.o· be a field of charac·

teristic p and p is called the chara'cterisiic of K. If there is no nonzero. 

integer n such that ne = 0, then K _is said. to be a field of characteristic 0, . 

and 0. is called the characteristic o/ K. 

·. / / 
Equivalently, K is of characteristiC p or· 0 according as its prime subfield 

. . - .. . 
is isomorphic. to lp or. to 0. We write char K = P' and char K = 0 in these 

respective c~ses~ For example; cJwr ·i .~ p .....-~nd char O(i) =char ~{...J2) = 
~ . . p • . 

char 1R =char· C = 0. ·We will usually identify l or~!Jl. with the prime 
. . '. p . . . 

~ubfield of K, as the case inay ·be. In· particular, we will • write 1 instead· of 

e for. the identity element of K. Thus K will be considered· to be an 
extension of l or 0 .' 
. p .. 

We remark that, ·if. K is ·a f~eld of char~cteristic p, ·then pa = .o· for' any.· 

element a of K. This follows from 

· · pa =a +a'+ · • · +a= 1a + 1a ·+ · · · + 1a = (1 + 1 + · · ~ + 1 )a = (p 1 )~ = Oa =;=== 0, 

the sums having p terms, This r~sult will be used in the' sequel without 

.·explicit mention~ 

We make two conventions. Henceforward, we will write IF in place of l . 
- p p 

This will always remind us that IF . is a field (p ·prime). Secondly, we shall 
p ' 

drop the bars in ·the elements of IF P: a·s .We have already· done on several 
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occa~ions .. For exaf!lple, we will ·write' 2 instead of, 2 E_ IF5 : A notation such 
,· as .'.'2" is therefore \ambiguous: it stands for the iilteger 2 E Z, as well as : 

. ,~ E IF2;, ~s w~ll a~ 2 'E _IF3 , as well. as ;2 E IF
5

, e,tc. It wiir be .clear from t~e, 
. context, however, . which meaning is·· accorded to "2": The ambiguity is 

therefore harmless. 

We proceeq to·. dlscuss field_ hoinomoq)hisms'; 
. . . , . . I 

· · 48.7 Lemma:}/ K is a field, then Kand { ()) _dre the only ideals ofK. 

Proof: If A is 'an ideal of K and A ;: {0}, there is ;m a E ·,4, a;: 0. Then a 
. . . . 1 . . .1 . . . . . -

:has an· in verse - in K and -a = 1 E A, because A is an ideaL The-n w_ e get 
a a 

b = b·l E A for all.h E K, so K t,;;. .4- and A= K. . o · 

48.8 Lemma: If K, and IS are fields and rp: K 1 -+ ~ 2 is a ring lzmiw- . 
morphism,_ then- either arp = 0 fo~ al~ a E Kj ~r rp ~s one~to-one. 

·Proof: Ke'r ~-is im ideal of K,, so either Ker rp = K, or Ker rp =· {0} by 
temma_ 48.7. In these _respectiy~ cas~s, either arp = 0 forali a.€ K

1 
or'rp is 

. . . 
one-to-one. 0 

'\_ 

·When we deal with fields and ring homom?rp,hisms from a fi!'!ld. to 
another, we naturally want to disregard · the uninteresting ring homo~ 

morphisin that maps every ·eien;tent of'its Aolnain "to· ·the zero element of 

· ·.the other field. Any other ring homomorphism is one-to-one by Le~ma 
48.8 .. This leads us to the following ddinition .. 

·.·· 

48.9 Definiti~n: _If/( 1 11rid -k2 a~e fi~Ids and :~: K ,·'-:+ _K2 :is a on~~ to-one . · 
ririg . hop-~omorphism, then rp 'will be 'd'll~d afield homomorphism~ If rp is 
a. field homomorphis_m .onto K2, then cp will be called afield .. isomorphi~m~ 
A field isomorphism from .K onto ,the .same field K will be· called a (field)· 
automorphism ·: ofK. . ' - · · ! · 

• ' I ~ ., .. ·-



., 

Ifcp: K1 _, K2. is a 'field isomorphism; then cp is a homomorphism of addi

tive groups, so OK cp =OK. and also Ker cp ={OK}. where OK and ok are 
. 1 2 ' ' 1 . 1 . 2, 

the zero elements of the fields Kl' K2, respectively. -~hus cpKj\(OJ is a one-

to-one mapping from K
1
\{0} onto K

2
\{0}. In. addition, (ab)cp = acp·bcp for all 

a,b i~ K 1,so(ab)cp = acp·b~ for all a,b € K 1\{0} and th~refore cpK
1
::K1x: K2• 

is a one"to-one homomorph,ism of groups .onto- K£: we have Kt':':f. K2x In 

particular, (1 K )cp = .1 K , where 1 K and 1 ~ are the identities of the fields K 1' · 
1 • 2 1 2 . 

Kz. respec~ively. · · 

. . 

.48.10 Lemma: Let K1, Kz• K3 be fields. 

(1) lfcp: K1 __... K2and:~: K2 _, K3 are field homomorphisms, then cp~:K 1 _, K
3 

is· a field homomorphism .. 

(2) If cp:'K1 -> K2 a~d ~: K2 _, K3 f!re field isomorphisms; then cp~: K~,-> K3 is · 

a field isomorphism. 
/ 

(3) /fcp: K
1 

->, k
2 

is· a. field isomorphism, then cp-1: K
2

-> K
1 

is a field iso- , 

morphism. 
·, ' 

.. 
~roof: (1) cp~ is a ring homomorphism by Lemma 3.0.16(1) and· one-to-. 

one by Theorem 3.11(2). 

(2) cp~ is a field homomorphism by. part (~) and onto by Theorem 3.11(1): 

(3) cp-1 is a ring homomorphism by Lemma 30.16(2) and one-to-one by 

Theorem 3.17(1 ). o 

A field homomorphism cp: K 1 -:- K 2 can be charact~rized as a one-to-one 

function such that 
a acp . 

(a+ f!)cp = acp +bcp, (a- b)cp = acp- /irp, (ab)cp = acp·bcp. -cp = - .. -b brp .. 
for all a,b E. K

1 
(b ~ 0 in the· division). Let us consider some examples. 

\ . 
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·.48.U. Examples: (a) The ·conjugaiion. mapping -rp: I[ .:_. C ·is an iu.ito-

morphism of I[, because . x ....... :t 
X. + y = X + y, X - y = X - y', .. X y, = X • y, XTY =X /y 

for any x,y E C. 
. . ' I . 

(b) The mapping rp: QJJ('./2) ~. oc'--J2) is an autorriorp,hism of 0(~2) because 
. a + b,JZ ...... a - b..j2 · . 

((a.-f- b,JZ)+ (c + d,fZ))rp = ((~ + ~·) ~ .(b + d)'./2)rp =(a+ c)- (b + d)'./2 

= (a- b,fZ) + (c- d'./2) =(a·~ _b,fZ)rp + (c + ctfl)rp, 

((a+·b,JZ)(c + d,fZ))rp =((ac
1
+2bd) +(ad+ bc)'./2)rp .. 

. · = (ac + 2bd) ~ (ad+ bc),JZ = (ac + 2( -b)( -d))+ (a(-'d) + C-l;)c )~2 . 
. =.(a- b,fZ)(c- d'./2) = (a + b,fZ)rp(c + d,JZ)rp. . ' . . 

. ' / . - . . ' . . 

for ~II a +b:..J2, c +;d'./2 E QJJ{,j2), where a,b,c,d E QJJ., so that rp is a ring 

. homo~owhism a,nd, because of lrp = (I + o'./2)rp == I - 0~2 ~ I ;:!. 0, the 

kernel_ o.f rp is not K lmd rp is therefore ~ne-to~one. 

(~) Let K ·be a field a~d x an indetermipate over K. Then the. mapping 
rp: K(X):..... K(x) • 

, p(x) · p(x2 ) 

q(x) ::--+ · q(x2) 

is a field h()rriorriorphism. Note that !liz rp c K(x). Thus K(x) is isomorphic. 

· to a proper subsf1t .of itself (namely to. I m rp). 

Let ElK be a· field extension. Then E is an additive group and. 

a(x + y)' =ax + ay 

(a + h)x ·,;ax .+IJX 

(ab)x = a(hx) 

IX ==X 

for all x ,y_ E. E ami for :~II i1 ,b. E K (in fact for all a ,b E E., but we do not 

need this. now). ller1ce E is a· vector space.· over K, as we have already 

noted in Example 392(h).' Studying bqth ~he field and ti_Je vector ·space· 

structure of E will be vcr)··· useful. In particular, the dimension t)f E over . . . I . 
K wi·ll play an irnptlftant role . 
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48.12 Definition: Let ElK be a field extension. The dimension of E over 

K is called the degree of E o~er K, or the degree of the extension ElK. 

It will prove"'conyenient to write IE:KI instead of diinKE .for the degree of ,_ .. 

E over K. The· field E is said to b'e a finite dimensional extension or an 
' . . ,, . '. ' 

infinite dimensional ex.'tension of K according as IE:Ki· is finite-or infinite. 

Most authors use the term "finite extension" for a .finite dimensional 

extension. 

An important fact ·in the theory of fields, i~ _ that a finite dimensional · 

extension of' a finite dimensional extension is a finite dimensional ttxten

sicin, and that the . degrees bel~ave multipliCatively. More exactly, we 

have the 

48.13 Theorem:. Let' FIE and ElK, be fie hi exten.~ions of finite degr~'es. 
IF:Ei and IE:Ki. Then FIK is:a J{nite dimensional cxte1.1sion.1n fact 

. , iF:K! = IF:Eli£:A1 
. . . 

and furthermore if {f1J2 •••. J,'l isai1 £-basis ofF and {e;,e2; .•. ,e.rl a K

basis o_if" E, then {fe. : i =- 1 ,2, ... ,r; j = l ,2, ... ,s} is a K-basis or F. 
. l J - - . . 'J 

Proof: If K is a subfic,ld of E and E is· a: subfield ofF, then certainly K is a 

subfield of F. Thus F is an extensicin of K. 

Now the clai11J. at;out the degree. Put IF:£1 =rand IE:KJ = s for brevity. We 

are to_ prove that the dimension of· F ·over K is equal to rs. Let . {!1 ,{2 ~ ••• ,fr] 
be an £~basis ofF and {e1,e2,.:·.,er] a K-basis of£. We are to find a K~basis 

. , of F having e:/(actly rs clements. The most natural thing to do is to 'consi

der the rs products J:,.~1 .. We contend that if.e. : i = 1,2, ... ,r;j = 1,2, ..... ~} is 
. I J ' , . 

a K~basis of F. · 

Ffrst we show that tt;e) spans·, F over K. Indeed, let .f be an ~arbitrary 

element of F. Then 

f=h/l +h/2+··· +,h/r · 
for some' b 1 ,h2, ••• ,hr E /:; bccituse Lf; : i = 1,2, .. , ,r} spans F over /:'; ai1d for 

each .i, ·hi= adet + a;2c2 + · •- + a,_/J 
for some 'a .1,a.,; ... ,a E K, because_ {r. : j = 1.2~ ... ,s} sp:ms E over K. lienee. 

l : 1- IJ , j . 



' . -

'1, · r . _ r s ·· . . . · 

f== L b /i =I, ( I,a i/j)J; =I, aile/) 
i= r - i= 1 j=l - i,j - . • 

is a linear combination of e f. = .fe. over K. Tlfus {fe.) spans E over K, 
· fi - I j -- - I J -

) 

Further_more, {.fe.) 'is linearly independent over K. In9eed, if b.. are 
• , , , •I} • I) 

elements of K such that 

I b i[lej = 0 
i,j ' ' 

r · \ ·s 

's - ' ' ' '-' ' -. ' ' ' ' 

. ' I, ( I, b i/ j)J; = 0, ' 
- i= I j=l -

. then 

where I, b .e. E .. E for each i. Since :u;: i = 1,2,- .. _.,r) is linearly independ-
j;_I IJ j, , . ' . - I · , _ . _ 

- s ' --
ent over E, we have "" b .e. = 0 foi each i. Since {e. : 1· = 1,2, ... ,s)· .is LJ . IJ J -- J , -

. j=l . ·- ' ' ' ' ' ' 
linearly ·independent over E, we obtain bij = o· for each i,j., Hence (J;e) is 

Ilnea~ly independen~ over K. . - ·· · ·. -

Thus {fe .) 'is is~ K-basi-s ofF and IF:KI = rs = IF:EIIE:KI. 
I )_ . , - _.- ( . - , . : , _- ' 

0_ 

It follows from Theorem 4'8.13 , by induction .that 

.. : .IKn~l = IKn~-) 1Kn_1:Kn.;21 .. -. IJS:K11 
,. I • 

• whenev~r- KjKn-:-l' Kn_ 11K.n-i•.:. ,KiKi are finite dimensional' field _exten-

- sions. In fact, Theore~- 48.13 and its generalization is· true for ·_infinite 

'dimensional. exten,sions, too, but . we. will not need this. 

I ! •. 

48.14 L~inma: Let FIE and E/K be fif!ld extens[on;.Jf IF:K( is finite,_ the'n 
IF:£1 and IE:KI are bothfinite. In fact, bo!h a/them are divisors of IF:KI. 
and IF;KI = IF:EIIE:KI. . --· 

. ' ' 

Pro·of: Let n = IF:K( and let- {f : i = 1,2, ... ,n) be a basis ,ofF .over K. Then 
, ' I· • . . 

~:i=1,2, ... ,n) spans F over£ a1_1d so IF:£1 < n:by Steinitz; replacement 

theo_rem. Thus i'F:.~I is finit~. 
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Now the.finiteness- of IE:KI.lf E 'were infinite dimensional over.K, there 

would be n + 1 K -linearly· independent elements '~f E ,'.so there ~ould be · . 
. . • • f . . • • 

. n + LK-linearly independent elements of F, co~tradicting iF:KI = n. Thus 
IE:KI is finite ... 

We now obtain n "== IF:KI = !F:EIIE:KI·from Theprein48.13. In particular~ IF:£1 · 
arid 'IE:KI di~jde n-.. . . . . . - - . . . o 

' ./ ' 

· - Exercises 

' 1. Let E be a field and K ~ E. Show that 1Cis a ,subfield of E i( and only)f 'K 
is a subgroup of E andK\(0}. is a subgroup, o~ E\(0}. · · · 

l. -Let p be prime. Is 1 2 arr extension of 1 ? Is 1 ~ an· extension of i 2 ? 
p . ' p.- p . p ' . . ' 

·3., Prove that i[J)(w) = [x + y~: x,y E 0}' and 1[))_(--JSi) ;;,-[x +y--JSi;x,y E 0} are 

subfields of I[. ' \ . 
1 

4:. Let K be r a field and ·let A ut(K) be the set of an· field aptomorphisms 'of .: 

K. Show that Aut(K) is a· group under composition~ · . . ' 

· 5: Find·.-allautomo~~hi_sm~ of 0, IF
11
, O(i); O(w),O(--JSi), 0(~2) (see E~.3). 

- 6< Firid three nonisomorp\l.ic infinite fields of characteristic p ~- 0. 

7: Find the. degrees of the following extensions: IC m, IC /0 (i), O(i)/0, · 
IR /0, .IF (x)/IF . . . 
8. ~how tharoc--J2,i} :·= (a + b--Jl + ci+ d--Jli ; a,b,c,d E 0 }is an extension 

~field ·.of both O(i) and O{--Jlj:~Find IO(~l,i)!OI by Jwo different meth~ds. . 

9.· Prove or disprove: If E/K 1 and E/K2 are finite dirriensiona) field exten-

sions, then £/(~ 1 n K 2) _is finite, dimensi~nal,_ too. , __ . 

10. Let K be a field an~ e the idtentity element ·of K: Show that clzar K = 0 
I ; . 

or p according as the subring. of .K generht~d by e is isomorphic to 1 or to 
1p. 
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11. Find the prime subfields of .the fields in §29, Ex. 8'. 

12~ Let K be1 a field of cl;aiacterist!c p ;:e 0. Prove that q>: K -. K is a field 
a -+,aP 

homomorphism. 

.·. 



§49 
Field Extensions (continue~) 

. . 

49.1 Definition: Let E be an extension· field of K. IfF is a field such that 

. ' K .,-;; F <;;; E·, then F is: said to be ail intermediate field of the' extensi~n E/K. · 
. . 

49.2 Definition: Let ElK_ be a field extension and let S be a s_ubset of E.-
The intersection. of all subfields -of 'E containing K uS,· ~hich is .a -subfield .. 
of E by Example. 48.3(f), is calledithe subfield of E gen:erated by S over K;. . 
and is denoted by K (S). · 

' . : . : 

h~follo\vs immediately frqm this definition that K <;;; K(S) .,-;; E so th_at K(S)'· 

· is an· intermediate field 'or ElK. W~el} S is a finite subset of E, say when 

S.=· {a 1 ~a2, .•• ;an),· we write K(a 1,a2, ••• ,an) instead of K({a1,a2, •.• ,a,})'.'In 
. particular, if a E E·, then K(a0 is, by definition, the smallest subfield of E ~ · 

· ·containing. both K and a_. Notice that K(a 1,a2, • •.• ,a)= K(a: ,a .. ,:, .. ,a.) for· 
l - . · • .' · n ,,. 11 12 · '" 

. any permutation c~ }2~ ·. . . 7) ins~. . . . . 

49.3. Definition: L_et E/K be a field extension and let S .be a subset oLE. 
The intersection ·of all_ subring·s· of E c;ontaining K u S, which is a ·subring 

of E by Examp_le jo.2' (c)', is called tlie subring of Egenera~ed by: S over 

K ,. and is denoted· by K[S 1. 

Since every subfield of E contammg K u S is also a subring ·of E contain

ing K"u S, weclearl'y have K <;;; K[S) <;;; K(S) <;;;E.: If Sis· a finite subset 9f E, 
sayS= {a

1
,a2,: •• ,an}, 'we \Vrite K[a1;a2, ••• ,an) inste~dofK[ {{l

1
,a2, ... ,an·}). In 

particular, if a E £, th~n K[al_js, by definitidn,. the smallest subring o_f E • 

containing both K and .a. We have K[a1,a2, ••• ·,a)= K[a. ,a., . :. ,a.] for ·any 
· n 1 , ' 11 12' t,. \ 

Pennutation (! ~ · · · · ~~ ) in S . . 
· · z

1 
z2 ...• -ln. n 



49.4 Example: I~ the extension C f(j)}, let us find the' subfieid of C , gene
rated by i 'over (jJ) ·.·Any subfield of C containing both (J). and i contains_ 

- - - a+ bi - - . 
complex numbers of the form . , where a,b,c,d E: (J) and c + di ~ 0. 

c +,dz - : -

OiJ,e ~er'ifies easily that F = { a +b ~ E: 'C ': a ,b ,c ,d E 0, c + di ;t!. 0} -is. a 
- . c + dz . - · -

subfield of C .containi~g both (f) and i. Hence F is the' subfield of C . 
generated by i over c. 

Let us, note _that any element of F can. be written in 'the form x + yi, with 
x,y E (jJ). Thus (x + yi E C-: x,y E (jJ)} = F and F is equal to_ the field (J)(i) de- _-

fined in_ Example 48.3(c). So the notation of Example 48.3(c) is con-sistent . 

with that of- Definition 49.2. 

· The description of -the elements in a field genetated by ·a subset ~ver a 
subfield resembles the preceding example. 

49.5 Lemma: Let ElK be a field extension, and 'a1,a2, . .. ,an E E."Tizen 

(l)K[a~,a2, ... ,an]= lf(al'a2, ... ,an) E E:JE K[x1,.x2; ... ,.xn]};, -

.(2)K(a1,a2, ... 1an) - ,- -

= {f(al'~' . .. ,an)-- - - . - } 
_ g(al'~' .. ,an) E E:f,g EK[x1,x2, •.. ~n]~g(a1 ;a2 , ... ;an);t!0 . 

-'. 

Proof: (I) Let A .be the set ori the right h~nd side 
1 
of the· ~quation in (1). 

, Any subring ofE containing K a_nd { a1 ,a2~ : . . ,an} will contain the elements 

- of the form k a1 mta[12.:: an m~. where k E K and m 1 ,m2, ... ,mn are non~ega

tive integers~ hence also the elements of the _form 

(*) • -

where k. - E K and ml,m2, ... ,mil are nonnegative integers. Of 
. mlm·2···mn . . 

course, (*) is nothing but the_value ·of the polynomial 
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at (a 1 ;a2, ••• ,an). So every .clement of A· is in at1y subri1!g off! contammg K 

and {a1,a2, ••• ,an}. This gives ·A k: K.{al'a2 ; ••• ,an]. To prove the ;ever~e 
inclu~ion: it suffices, in view of K u {al'a2, ••. ,an} k: A k: E, to show that A 

. is a subring of E. But this is im~nediate: _given any f(a 1 ,a2 , ~ •• ,an) ·and 

g(a1 ,a2, .... ,an) E A, where f,g E K[x1 ,x2, • :. 0). we have 

. f(a 1 ,a2, .... ,an)+ g(a1 ,a2, ... ,a~). =· (f+ g)(a1,a2: ._..,a~) E A 
·- g(a 1,a2, ... ,a)= H:)(a1,a2, ... ,an) E A 

f(a 1,a2, ... ,an)g(a1,a2, ... ,an):= ({g)(a 1;a2, ·:·•an) ~A· 

since f + g, -g,fg belong to [x1 .• x2 , ••• .x~l. whenever f,g do. '.fhus A is a 

subring of E ?Y the subring criterion (L~mma 30.2). This proves 

K[a1;a
2

, .,.,a 1 =A. 
. . n 

(2) The reasoning is similar. Let B be. the set o~ Jhe right han~t side or' 

the equation in (2). Clearly' A.;;; [J. !'late that B ::i {b/c E E: b,c E A, c ;>! 0} = 
{bc-1 E E: .b.c f. A, 'c ;>! 0}. Any subficld o(E containing K and {a

1 
,a

2
, . : •• ~) 

will contain K[d
1
,a

2
, •.• '~nl =A and,· since a subfield. is. closed· un.der . - . . ' - . ' 

· division, it will corJtain also the clements b/c, where b,c .. E A and c ;>! 0. 
This means that B is contained in any subfield of E containing K and 
{a1 ,a2, ... ,an}. Hence· B k: K(a1,a2, ••• ,a). To 'prove the reverse -iqclusion,. it . 

· · suffice.<>; in view of K u { a 1 ,a2, ... ~an) .k:· B _k: E, to show that B is a subficld 

of E. Indeed, given any .b/c, d/e E B, where h,c,d,e E A; c,e ;>! 0, we have 

~+ !!_ = .be + d c E B 
L; e ce 

d EB 
e 

bd bd EB. 
ce ce 

e E B ',d=d (provided die;>! ·o, i.e.,f/.;z! tl) 

e 
since be+ de; ce, -(~, hcl;ce belong to A whenever b,c,d,e do and ce ;;e 0 

wheneyer c ;>! P ~ e (A i.s a .subrihg ·of the field E . and has therefore no 

zero divisors). Thus B is a subfield. of E ·.by '·the s~·bfield criterion (Lemma 
48.2). This proves.K(a1,a2 •. ,;,aJ=B. rJ 

The proof of Lemma 49.5 can be somewhat·. simplified by rc.ferring. to 

Thcor~m 31.8. 



Let us 'take a new. look at. Example 49A under the ligh.t of' Lemma 49.5. 
I ' ' •" ' 

The field F in' Example 49.4 is exactiy the~ the field desribed in Lemma · 
._- 49.5; with K =0, n =·I, a1 =i € C.· On. the· ,other hand, the field 
· {x + yi E C :·x,J E 0} is. exactly t.he subring of C · described in Lemma · 

·• 49.5: with K·='O,'n = r, al = j € c. Thus. we ·have i[p(i) = l[p[j]:~ The. reader 

.. will .easily verify that 0 c'v2) = O[..J2J also (cL .Theorem. 50.6). . · · 
'· ' ( 

49.6 Lemma:. Let ElK be a field ext~nsiop and d,b,~ 1 .a~, ... ,an E_E . 

. (1) K(a) =Kif. and only if·a E K. , 
(2) K(a1,a2, 1 •• ;an-Pan)= (K(a1·,a2 , ••• ,an_1))(an) and K[a 1,a2, ••.• ,an-P~n] = 

[K(al'lii,: .. ,an_1]][an]. · · . . . 

(3) K(a,b) = (K(a))(b) = (K(b))(a) andK[a,b] =[~[al][b] = [K[b]][a]. 

Pr.oof: (1) a· E. K(a) by the definition of. K('a') and, if K(a) = K, we obtain 
· a f€ K; Conversely, if a € K,-then K = Ku {a} and K is the intersectio~ of all · 

subfields of E containing both K and~; thus.J((a) = K: 
.' . I ' .' . \ . . . . 

(2) I:.et us write L = K(al'a2; : .. ,an_1r Then L. contains K':and ~l'a2 , •• :,an-!' 
Now .L(an) .is a subfield of E contai_ning both L and f!n• so. L(an) is a .sub~ 

. field of E containing K and a.1,a2 , ••. ;an::. 1'and an. Thyn K(al'a2 , ~ •• ,a~-l'an)' 

being the~ intersection ~f at'l subfie_ld of E containing K and a1·,a2,; •• ·;an-l'an' 

is a subfield of L(an). This ~ives K(apa2, ••• ,an-Pan) !;;;; L(an). _On the other . 
. hand; K(al'a2, ••• ,a~_l'an) is a suhfield of E cqntairiing. K, a1,a2, ••• ;a~- I and 

also an. SoL!;;; K(a1,a2, • .'.,a~~ 1,an) by the definition of _L.=K(a1,a2,_ ... ,an_1); 

and a~E.K(a1 ,a2; ••• ,an-l'an). Hence: K(a1,a2, •• ~-·ari:1 ,an) .is a· subfield of E 

containing both L and an. ThenL(an) ~ ~(al'a2,. >. ,an-l'an) by the defini-· 
tio.n of 'L(an). We obtain,K(dl'a2, .•• ,an-:l'an) = L(~~), as. was· to.· be proved. 

The second . a~seition is proved in exactly the same way (read ."subring" · .. 

. in, place 9f ;,subfield" in the foregoing argume?t). 

(3) Usf1_1g part (2) t~ice, weget (K(;))(b) =.K(a,b) =K(b,a) ~ (K(b))(~)· ~nd · 
similarly[K[,a]](b] = K[a,b] = K[b,a] = [K[b]][a].· · .··. o 

~ . . \ 

We introduce a very· important classification o(· field. exte'nsions: 
algebraic · vs; · transcendental extensions. They behave very differt<ntly .. 

. I 
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49.7 Definition: Let'E/K be a field extension. An element a of E. is said 
to be algebraic.· over· K if th~re is ~.nonzero p~iynomi~l fin K[x] 'such .that 
a {sa root off, i.e:, f(a) = .0: An element a ofE is said to be transcendental 

over K)f a ·is not algebraic, that is to say, ·if there 'is no n~nzero .poly
nomial I in K[~] with f(a) = 0. 

If every ele_ment of .E is algebraic ~()Ve_r K, then E is called an algebraic 
extension ofK and ElK :is called an algebraic extension. ,In th,is case,· E is 
said to be plgebraic· o~er K. If E is not. an algebraic .ext~nsion. of K ,"then E 
.is called a transcendental extension o{K ·and EJK is called a·transcenden~ 

'tal extension. If so, that is- to say, if E contains at le~st one 'element wh.ich 
is not algebraic ov~r K, then 'E is said to be. lranscende ntal Over [(. 

/· 

49.8 Exatnples: (a) Let K be. any field; Then; ·for· any elemeni a E K, the' 

Polynomial /(x) := x.- a·is jn K[x], and a is a root of .t:. Thus any element. ( a . a . 
of K is 'algebraiC ove~ K, and K is an afgebraie extension of K:( 

I ~ ~ 

(b) i E .1[ {~ a root of ihe poly~omial x 2 + f E (ij[x]. Hen~e ( is algebraic 

over 0. Also, any element a + bi of (U>Ji),· V:.here a,b E' Q), is a root of 
. [x- (a + bi)][x- (a- bi)] =i2 - 2ax + (a 2· + b2) E .O[x] 

and is therefore algebraic ~ve~ Q. Hence O(i)/0 is an al~ebraic extension. 

/, 

(c) ·"'l E ~ .is a root. of the polynomial x 2 - 2 E .0 [x]. Hence "'l is .. 
algebraic over 0 .. Also, any element a :t- b"'2 of 0(~). where a,b. ~ 0, is a 

·root ·or'· . . \ / 

· [x- (d+ b~)][x ~.(a- b:/2)J = x 2 -. iax +(a2 - -~b2~ E a)[xl . 

and is 

sion. 
therefore . algebraic over o.· Hence 0 d2)!0 . is an algebraic ex ten-

' 
' 

. r 

(d) It is ~ f~ct that rr E ~ and e E ~ are transcendental over 0. We 
.. borrow this fact from nu,mber theory wjthout .·proof. Thus. ~ 10 is a . 

transcendental exte'nsion. 0 ( rr) and 0 (e) are also transcendental ex ten- . 
· sions ()f 0. ,. '. .· 

. ' 
(c) Let K be a field, and x an indeterminate. over K'. ·Then K(x) is an . 

extension field .~f K and x E K(x). H f is any nonzero polynomial in K[xl, 

·' 
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then f(x) "=J;r. 0 (Example 35.2(d)). Thus x is -transcendental over K and. 

K(x)IK is a. transcendental extension. 
Likewise J.(x 2 ) ~ 0. for any .nonzero_ polynomial/ in.K[x] and x 2 is 

transcendental over· K. On the other hand, if y is another indeterminate 
over K, then x is the root of the polynomial y2 - x2 E (K(x2))[y], sox is 
alg~braic over K (x 2). Thus an element may be transcendental over a 
field and algebraic. over another field. 

49.9 Definition: Let ElK be a field eJ_Ctension. If there .is an element a 

in E such that· E = K(a); then E is called a. simple extension. of K. 'In_ this 
case, any element .a of E satisfying E = K(a) is called a primitive element 

of the. extension E/K. If there are finitely many elements al'a2, ••• ,an in E 
such that E = ~(a1 ,a2, . :. ,an), then E is said to be finitely generated· aver K. 

. ' . . . 

·The reader· should· clearly distinguish· between · finite dimensional . ex ten-_ · 

sions and· finitely generated extensions. 
'\- . ; 

We close this p_aragraph wjth a theore,rit that describes all simple tran-
scendental extensions up to isomorph_ism. Sirriple . algebraic extensions 

. will be. treated in the next paragraph._ 

49.10 . Theorem: Let ELK be a field extension and let a E E be transcen-. 

dental over K. Then K(a)::! K(x), where x is an indeterminate over 'K. 

Proof:· We wish· to· find an is~morphism from K(x) onto K(a). ·What is 

· mor.e .natural than· the extension 
cp: K(x)-+ K(a) 

f . f(a) 
g ..... g(a) 

of the substitution homomorphism? . In any case, Lemma 49.5(2) 
suggests that we try this ·mapping. Now cp ·is meaningful, for, gfven any. 
fig E K(x) wi~h f,g. E K[x],_g ;r. 0, .we have g(a) ;r. 0 (ti is transcendental 
over K) ands·o (//g)cp =f(d)/g(a) is a perfectly definite element of K(a). 

We claim t~at cp is well defined. Indeed, if.f/f~ = f,/gl in K(x), where' 
J,gj1,g

1 
E K[x]. and g ;r. 0 ;r. g 1, ,then fg1 ~ .f1P. iri i >· hy Lernma 35.3, 

I 

•-n~-



. . 
f(a)g

1
(a) =i

1
1a)g(a)in E, with g1(a) ;:- 0;: g(a); multiplying this equation 

by l/g1(a)g(_a), we· obtain . : 

·. · (L} ~ f<af=Ii (a) = (h) · 
.,, . . g cp' g(a) gl(a) gl 'I'• ' . 

. which shows that cp is well defined .. 

cp is a ring homomqrphism because, from Lerum~ 35.3, we have 
cL+P..) = fq + P g w Cfq + pg)(at =f<a)q(a) + p(a)g(a) 
· g . q cp gq (gq)(fl). . . g(a)q(a) 

f(a) · 1 p(a) f ·· P · · 
. = g(a) · + q(a) = (g-)w + (q)cp · 

and cL!!...). ~!P ~ !Ca)p(a) = !Ca) p(a) =(L)cp cP..) . 
r g q cp · g q cp g(a)q(a) g(a) q(a) g q cp 

.·for··a,_ny f/g,p/q'E K(x),where f,g,p,q_.E.K[x] and-g ;:'0;: q, th'e"last 
condition ensuring g(tl) ~ 0 ~ q(a}. -

Since . K er cp = rJ!g E K(x): f,g E k[x], g ;: 0 in K[x], f{a)/g(a) =. 0} 
=. {j/g E K(x): f,g .E K[x], g;: 0,- ((a) = 0}. 

= {j/g E K(x): f,g E K[x],g;:O, f=O} 

={0}, ' 
q., -js one-.to~one. Hence cp is .. a field homom"orphism; Lemma 49.5(2Y states 
that ip is o~to K(a}. ·so <p: K(~)-- K(a) is a field isom~rphis~: K(x) ~ K(a)i .o ·. . .. '. . . . - . . . 

Exercises 
. . 

. I. Let ElK 'be a field extension and S r;;, E, s';: 0. Show that 
. K[Sj·= {j(s~ ,s2~ ... ,sn) E E: ·lz E -N,f E K[x1 ,xi, . : .,xn] ands

1 
,s

2
,--: .• ,sn E S}; 

. :.and K(S) · 

2. Let ElK be a field. e.xtension and S r;;, E., 'S;: 0. Using the definition of . 

-, 

•. l 

. K[Sj a~d K (S) only {in p~1rticular, without using ~x .. I), .prove that K(S) is . , i 
the field of ,fractio'ns of K [ S ]. . . . I 

. 3. L'et El(< be a field extension and S·r;;, E. Show, that K(S) =Kif and only if 
S ~ K .. · . ,. . , . 
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4. Let ElK be a field extens~on ~nd a 1,a2, ••• ,an f. E. Prove that 

. (K(a1, .,.,ak))(ak+;~ ... ,an)_'for any k = 1,2, ... :.n- 1. 

5. Let a ,b are arbitrary rational numbers: Find a polynomial in (jJ) [x] 

. which. admits. a_+ b"'-'5 as· a root. Conclude that (jJ) ('}S)I(jJ) ··is ·an aJgebraic·. 

extension. 

6. Show that "'-'2 +. i, "'-'2 + "'-'3; "'-'2 + .../3 + i- are algeb~ic over (jJ) by 
exhibiting polynomials in. O[x] having thesC' numbers among their ,root~. 

7. Let K. be a field: Prove that every elemen_t ir- K (x)\K is transcendental 
I pver K . 

. 8. Let ElK be a simple field extension and let a be a primitive element· of 
this extension. Let k,k' f. K, with k ~ 0. Show that ka + k' is also a primi
tive element of ElK.· 

9. Find a finitely· generated field extension which is not finite dimension- .. · 

a1. Pl:ove' that e~ery finite dimensional e~te~sion is· finit~ly generated. 
1. 

· 10. Prove or di-sprove: if E IK is a field extensio~ and a,b f. E are tran
sc~ndental over K; then K(a,,b) = K(x,y); :where x,y· are· ~~det~rrriinates · 
over K. 

I. 
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\. i §50 
. Algebraic · Extensions · 

· Let E /K be a field extension: and let a e: E. be algebraic over K: Then there 
is a rionzero polynomial fin K[x] such that f(a) = 0. Hence the subset A = 
. (/E. K[x]: f(a) = 0} :of K[x] does not consist o~ly of 0. We observe that A is . ' . ~ . . - . 

an ideal of_K[x], bec~use A js the kernel of the substitution homomorph
ism Ta: K[x] --+ E. · 

Thus A Js an ideal of K[x]':and A ~ (0}: Since K[x] is a 'principal ideal 
domain, A = K[xlf0 =• (fo) fot some nonzero polynomial j 0 in K[x]. For any 

. I • '. • . ~ - . . I 

polynomial g e: K[x], the relation (g)= A = (fo) holds Wand only if.g and / 0 
are associate in' K[x], that i~ to· say, if and only if g(x) = cfo(x) for some c 

inK". There is a unique c0 e::fC such,that th_e. lea~ing coeffiCient of cof0(x) 
is equal to 1. With this c0 , .we put g0(x) = cof0(x). Then g0 is the unique 
monic polynomial in K[x] s~,tisfying (g0)·= A.= {t e: K[x]: f(a) = 0}, and f(a) 

= 0 for a polynomial fin K[x]if and ,only if g01/ in K[x]. In particular, we 
have deg· g0 .;:;;;; deg ffoi: anyf € K[x]having a as 'a 'foot.\ . , . ' . · . 

. ' \ 

In this way, we assoCiate wi~h a e: E a unique monic polynomial g0 in K[x]. 
This g0 is ·\he monic polyno111ial in K[x] of least degree having a as a root. 
' . . ' . . . 

g0 is irreducible ove:t: K: if 'there are polynomials p(x), q(x) in K[x] with 
g0(x) = p(x)q(x), 1 .;:;;;; deg p(~) < deg_ ko(x) and l .;:;;;; deg, q(x) < deg. g0(x), 

then 0 =:'g0(iz) = p(a)q(a) would imply p(x) e: A or q(x) e: A, hence g01p or 
g01q inK[x], which is impossible in view of the.conditions on deg p(x) and 
deg q(x). -

We proved the following t~eorem. 

50.1 Theorem: Let ElK be ;a field extension and a e: E: If a is algebraic 

over K, then. there is ·a un'ique nonzero monic polyf!on'lial g(x) in K[x]. 
such that , . ; •,, ·- . ' . ' :. . : 

for_ all j{x) e: K[x], : f(x) = 0 if and·only if g(x)lf(x) in K[x]. 



. ' . 

. In particular, a is a root of g(x) and g(x) has 'the smallest degree among 
the nonzero polynomials. in -K[x]. admitting a as a root. Moreover, g(x) is 
irreducible over K. . . 0 .. 

50.2 Definition:Let ElK be a field extension and let a E E be algebraic 
over K. The unique polynomial ~(x) of Theorem. 50.1 is called the minimal· 
polynomial of a over K. · 

The minimal polynomial of a over K is also called' the irreducible poly
nomial of a ;ver K. Given an element ·a of E, algebraic· over K, and a 
polynomial h(x) in K[x], in order. to find out whether h(x) is the ~inimal 
polynomial of a over K, it seems we had tp check wheth~r h(x)lf(x) for all 
the polynomials J(x) E· K[x] haying a as a root. Fortunately, there is 
anot~er characterization of minimal polynomials.· 

50.3 ·Theorem: Let ElK .be a field extension and a E E.Assume that a is 
algebraic over. K: Let h(x) be .a' nonzero polynomial in K[x]. If 

(i) h(x) is' monic, · 

(ii) q is a foot of h(;t), 

(iii) h(x). is .irreducible over· K, 

then h(x) is the minfmal polynomial. of a over K. 
.. . 

Proof! We must show only. that h(x) divides any polynomial f(x) E K[x] 
having a as a root. Let f(x) be a ·polynomial in K[x] and assume that a is a
root of f(x). We dividef(x) by h(x) and get 

f(x) = q(x)h(x) + r(x), r(x) = 0 or deg r(x) < deg h(x) 
with suitable q(x),r(x) E K[x]. Substituting a for x, we obtain 

0 =f(a) ~ q(a)h(a)+ r(a) = q(a)O + r(a) = r(a). 

If r(x) were distinct from the zero polynomial in K [x], then the irre
ducible polynomial h(x) would have a common root a ~ith the polyno
mial. r(x) whose degree is smaller than the degree of h(x). This is impos
sible by Theorem 35.18(4). Hence r(x) = 0 and f(x) = q(x)h(x). Therefore 

. h(x)lf(x} for any polynomial f(x) E K[x] having a as a root, as was to be 
' ' I ' ' 

proved: o 
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50.4 Examples: (a) Let us. find the minimal polynomial of i E C over 
IR. Since i i~ a root of the poly'nomial x 2 +1 E IR [x], ·which is monic and 
irreducible ·over _IR, ·Theorem 50.3 tells tis that x 2 - + 1 is the minimal poly~ 
nomial o( i over. IR . 'In the same- way, we see that· x 2 + 1 E~ 0 [x] , is the 
minimal -~ol;nomial of i over 0. On the ot!Jer ha~d. -x2 ~ 1 E (l[]){i))[x]-is 
not irreducible- over O{i), because x2 + 1 = (x.- i)(~ +'i) in (O(i))[x]~ Now 

x- i is a ~onic irr~ducible p~lynomial in (O{i))[x] having i as a root, and 
thus ·x ,..._;·is. the minimal_polynomial of.i E C over O{i). 

. . 

(b) Let us find the minimal polynomial of u = --./2 + :{3' E IR, over 0: The 
calculations · ~ . . it = -{2 + :.:[3 · 

u- --./2 = {3/ · 
. . - . I 

''u2 ~2V2u+2=3 · (u)_ 
u2 - 1 = 2--fiu 

u4 - 2u2 ~ 1 = 8u2 

u4 -'- IOu2 + 1 = 0 

. . 

show that· I2+_ {3 'is. a root of the monic. polynomial f(x) = x 4 ·- IOx2 + I in.· ·· 

· O[xJ. We will prove ~haf f(x) is irreducible over 0. Theorem 50.3 will'. 
then yield tha~ f(x) is· the minimal yoly~omial of --./2 +..f3 over 0. 

': 

In view of· Lemma 34.I I, it will be sufficient _to show that f(x) is 
irreducible over Z.: Sin.ce _the numbers +1/:i:- I = +I are not roots of f(x), we· - . 

1 
• 

tearn from _Theorem· 35.IO (rational root theorem) that f(x) has no ·poly- . : 

nomial factor· in Z tx] ·of degree one. If there were a factorization in Z [x] 

.· off(x) into two polynomials' of degree t~o. which we inay assume to be 
x4 :- 10x2 ,+1 ;, (x2.+ ax+ b)(x2 +ex+ d) (e) 

~it~our los~ of generality, t,hen the integers q,b,c~d would satisfy 
a + 

1

C = 0, d + ac + h = -10, ad + be = 0, bd = 1 

and this would force b = d =·+I and the first two equations would give 

a + c = 0, ac = -1 i . 
a2 = I2 

' 

. or a+ c := O,,ac. =--8 

or a 2 = s; 
whereas no integer has a square /equal to 8 or I2. Thusf(x) is irreducible 
in Z [x].· and, as remarked earlier, f(x) is therefore the minimal poly
nomial of --J'i + {3 ·over 0. 

The ·irreducibility of· f(x)' of degree four over 0 could . be proved by 

showing the irreducibility of' another polynomial, of degre_e les:v than 
four, over a field larger than 0. A'$ this giv-es a deeper.insight to the 

',i 
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· problem at· hand,· we will discuss this . method.· The . equation (ti) states 

that ...J2 + 13 is a 'root of the polynomial fix).= xi- 2....f2x- 1 €. (([!l{...J2))[X}. 

Let g(x) E- (([Jl(...,J'2))[x] be .the minimal polynomial of '....f2+ T3 ~ver ([Jl (....f2). 
Th~n g(x)lf2(x) in (Q(....f2))[x] and, if g(x) ~fz(x), then ·deg g(x) .'\Yould !Je 

one and g(x) wo~ld be x~ (;./2 + ·fi>: -since, the latter Is. the unique nionlc 
'.polynomial of degree one h~vi~g ...J2 +~as a root., But g(x) E (([Jl('....f2))[X] 

. a~d this would Imply :--J2 + {3 E ([Jl(-i./2)~ so {3 E .([Jl(:./2), so -../3 = m + n-../2 

with suitable m,n E~([Jl,· where certainfy ·~ ~ 0 ~ n, so 3 = m2 -f. 2-../2mn + n2, 
\ . . . . . 

so -../2 = (3 - m2 .:. 2n 2)/2mn would be a rational riumber, a contradiction. 
Thus f;(:x) = g(x). is' the mi~imal polynomial of ...J2+ =J3 over· ([Jl(-../2)~ , 

' ' . . . ~ . . . ' : 
. . . 

Now the. irreducibility_ of f(x) over ([Jl follows very easily. f(x) has no 
factor of degree one in. Q [~] . .If f(x) had a factorization. (e) in ([Jl[x], where 
·a ,b ,c ,d are rational nu'mbers . (not necessiuily ·integers); then "-12 +. -../3 
would be· a root of one' of the factors on the right hand side of (e), say of 

· x2 +ax+ b. But then .x2 +ax.+ b,-·being a polynomial in (([Jl(-../2))[x] ha~ing 
· : · -../2'+ {3 as a root, would. be divisible, in (([Jl(-../2))[x], by the minimal poly-· 

nomial Ji(x·'j = x 2 -:- 2~2x ~ 1 of -../2 + ;./3 over 0(-../2). Col_llparing degrees. 

· and leading coeffi~ients, we would obtain x2 - 2-../2x - 1 = x2 + ax + b, . so 
2{2 =-a E ([Jl, a contradiction. •Hence f(x) is irr,educible 'over ([Jl. 

( 

·' 

The ·next l~mma crystalizes the· argument employed in the last· example. 
\ 

/ 

50.5. Lemma: Let K1 k. K2 r;;;, E be fields and a _€ E. If a is algebrai,c over • 
K

1
, then a is algebraic over Ki, Moreover, if ft, f 2 are,. respectively, the. 

< . , - . . I \ 

minimal polynom~als of a over K1 and K2, then fi.lf1 in, K2[x]. . , · 

· Pli'oof: If a is algebraic over·K1 aridf1(x) is the .mini,mal poiynotnial of ·a 

. over :[(:l'then f 1(a) ,= 0. Since h(x) E K 1'[x]r;;;, K2[x], we conclude: that a is: 
algebraic .over K 2• Then, from f 1(a) = 0 andf1(x) E K 2[:X], we obtain 
/

2
(x)lh(x) inK2[x] by th~ very definition of the minimal ;po_lynomial fz(x) 

of a· over K2• o 
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We proceed to· descr,ibe simple alg~braic extensions·. Let ,us recali that we 
found 'l[j)[i] = O(i). This -~ituation obtains· whenever _we consider a ~imple 
extension generated by an algebraic element. 

(, 

59.6 Th~orem: l,.et {I/( be a field extension and a E E.: Assume that a. is 

algebraic over'K cind let /be it~~ minimal polynomial over K. We. denote 

by K[xlf =:,(f) the principal. ideal generated by f in_K[~].Then 
· · · K(a) =K[a] ~ K[xl/(f) .. 

Proof: Co~sider the substitution h~momorphism .T : K[x]-+ E. Here Ker T - . . · . a · · a 
= {'h · E K[x]: lz(a)'~ O) =(/)_by Theorem 50.1 and Im Ta .;= K[aJ by Lemma 
495(1). Hence Klx]/(f),;, K[x]/Kfi- Tn ~ !m Ta =K[a]. 

It remains to shciw K(a) = K[a]. Since K[a] ~- K(a), we must .·prov~ only • 
.K(a)~ K[a]. Tothis'end, we need only prove t.hat 1/g(a)_E K[a)for any. 
g(x) E. K(i] with g(a) ~ 0 (Lemma 49.5). 'Indeed, if g(x) 'E K[x] im(l· g(a)_~ 0; 

· then j{g and~ since f is irreducible in K[x), the' polynomials f(x) and g(x)' 

'a;e reiatively prin_le i_n K[x) (Theorem. ~5.18(3))._ Thus there are .pol'y~ -

nomials· r(x), s(x) in K[x] such th:\t 
' f(x)r(x) + g(x)s(x) .= J. · · . 

Sub_sti.tutrng a for x. and using f(af = 0, we ~btain g(a)s(a) - 1. Hence 
1/g(a)~ s(a) E.K[a]. This proves K[a]; K(a). (Another proof. Si~ce K[x]is a .. 

princip;tl ideal dom:~in and f is i~red_ucible in K[x); the factor ring K[x)/(f) 

is1 a field by Theore~: 32.25; thus K[a], being a ~ing. ispmorphic to the. 

field K[x]/(/), is a subfield of E, and K[i'z] contains K and a. SoK(a) ~ K[a] 

and K(a) = K(a].) o 
.; 

50.7 Theorem: Le_t E.fK be a fie!cf. extension (md a E E. Suppose that a is 

algebraic-. over K and let f be it.\· minima~ polymmzia( Over K. Then 

·: - I"K(a):KI = deg f 
{the degree of the field K (a) over: K is- the degree of. t.he · minilnal poly

nomial fin K[x]). fn jaci, if deg /= n, th~n { l,a,a·2, .-:.,an-I} _is a K~hczsis of, 
. I . . . . . . 

· K(a) imd ·every element in K(a) can- ·be written in tlze form · 

- ' k +ktz+k(zi'+···, +k· tlll-l.· . (k 'k k k £ K) 
0 I 2 · 11- I 0' I • 2 • · · ' ' n c I ' 

. in a unique,, way . . 
'', 
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I .· 

' , • I' ' {' --)-:· ; '2'-·'···. -~i·:·-T:'_:· l·\-,1!1/ ': . ,' .,- ;,•)•;' ;-·:: -· ·•. 

Proof: We prove· that {l,a;a ;:. ·:··.a~-}. is a K-basis of K(a~ .. !--et ,us. sho:W, 
•• y .,. • ~-··· •••• , •• ~ '\''-' --~.:) :p~~- -,~-- r··;;.: ~J·~--- _; .• _~ . , · -- , ~, -- .·-· · · 
thilt it-spans K(a)'over K. We'know K(a) =K[a] from Th.eorem 50.6 and~ 

' . . .. _-·; {!1 ,: ) '!:;~1-! ---~ :•!'~ ··-- ;'; :,·_.:, ....... :· ;· -~·-< --~- ',': 
K[a] = {g(a) € £: g € [([x]} ·rroin Lemma 49.5(1). Thus any element u of 

K(a) can· be written as g(a), where g(xf is a suitable polynomial in _K[x], 

Dividing this polynomial g~x) ·byJ(x), which has degree n, w.e get . 
• . '.' • • \ ' . " • - ! ~ • • \ • : ', ' ~-. ' ::: ' . _·, • ' :. ; ! -· ~' . '. ~-' ; i ·_ 1 

/ \ g(x)_,:;= ,q(x)f(x) + r(x); ' r(x) =_()or deg ,r(x) .<. ,n -; 1, .. · 

with some po'iyii.omi~ls·:'q(i); __ i:{.i:)in' K[x] .. shbs~i.tutiiig'~ f~r·~. '\ve ~~;a~~·.·_·· 
:_ ·,: .. 

.. u = g(a)=_q(a)f(q)+r(a) = q(a)O +,r(a)_=.r(a)~ : ... 
~ , " '_ /1 ° ' ',. ' : 0 <, ~ : I , ! I' '! 

0 
, ~ ~ ;_' ' I > • ' " I ' ' 1 ' ' ' • 

If, ·say, r(x) =~k~+k1X~ k;_x2 + ··'· + k~_{X11 ~1 ; where'_ k0 ,'k1!k2;_.·.'.;k
11

_ 1 ~ K, 

then· u=k0 +·~~-~~az·~--~'·:~-k~~:a"_1' ,. ,. ... , .· 

and thus. {l,a,a 2, · .. :.~n-,i} spans K(a) over K. ;. :' -.. ' 

.. 
N~~ let us show t.hat { l,a,a2, .•• : :a11

-
1J.. is. ,linearly independent·· over. K. lf 

k0 ,~1~k2~ ... ,.kn~ 1 .~e ~~e-~~~ts of·K. :sue~. th~t . _.·f .. , 

· · · ·.. · 2 k. · . n-1 ' 
. . . k0 + k1 a + ~a + · · · + . ri-ia . · = 0, , . ·. 

·then a i~ a ~~ot 'of ~he polyndmial h(x) = k0 + k1x'+-k2_x2 + · · '. + k
11

_ 1x
11

-
1 in ' 

K[x], so ](x)l h(x) by Theorem ~0;1.' Here h(x) ~ 0 worild. yield the contra~ 
. diction n = deg f <. 'deg h <. n·- 1. Therefore h(x) = 0, which means that 

k0 = k
1 

= k
2
= :.~ = k

11
_1 = 0. Hence {l,a,a2, .... ,a11

-:
1} is iinear1y independent. 

-over K . 

. This proves {l,a,a2,_ ... ,a11-i}is ~X"basis of K(a). It follows ~hat 
· IK(a):KI = dimKK(a)"= I {l,a,a2

,: .. ,a11~1 } I = n=,_deg j{x) 

and, by Theorein: 42.8, every element of K(a) can be written uniquely in 
'the form 

k · k ·~.- 2 - k n-1 · o + 1 a + .s_a + · · · + n-1 a · · 0 

... 
50.8 · Definition: Let ElK be· a field. extension ahd a E ~· Suppose a is 

algebraic over . K. Then the degree of its minimal polynomial over K, 
which is also the degree of .K(a) over k, is called the degree of a over K. 

. . 
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·· 50.9 .··Examples: (a) \.The mini~~~ polynomial of i E Cover C is the 

polynomial. x 2 +I ii1 QJJ[x) (Ex~·mpl.e 50.4(a)), and x2 + I has degr~~ 2; Thus 

i E IC 'is (algebi:aic and) has degree 2 over QJJ. Likewise, the mini!Jl?l poly
nomial of i E I[ over .IR is x2 + ~1 E ,.IR [x] and i has degree 2 over ·IR, - . . . . . 

(b) The minimal polynomial of ~2+ .~ E IR o.ver-'QJJ ~a~ found t.o be · · 

x4 ~ iox2 + 1 € QJI[x](Example .50.4{b)). Thus·-f2+-Y3 has degree 4'ove0Q). 

This follows, also' fr~m Theorem 50.7. In fact, the numbers 1, --./2 form a 
QJJ-basis of the field QJJ('.../2); hence IQJJ(--./2):01 = 2. Observe that·' . . . 

' . . . . . . ~ . . . 

x

4 

- lOX' + l f . O(~ + ~) 

I 

0 . 

'l 
J 

x 2
- 2~2x+ 1 

·degi:ee 2 

··~-· .. ·x2 :.. 2 

· -~ degree 2 

. V2 ~ - ~(~j + /3) +I (~2 +~}>\so ~2 E .O(~J: + '~/~) and therefore 

0(~2) ~ o(-{2 + -13). h~s <fP(~2) is an intermediate field or the extension 
d)(-{2 + {3)/QJJ: From· Tlieore~ 48 .. 13, we infer that . 

. 4 = 10(~2 + "3\0I = 10(~2 ~ f3):0(~l)II0(-.../2):01 ;, IQJJ(-{2 + -Y3):0(-fi)l2 
' - .. . . . ' 

,1ocfi+ .f3):oc~2)1 == 2 

and· ~2 + 1../3 has degr~e 2 over QJJ (~2)~ .· 

• J 
I 

. ' 

(c) Since ~2 + I E IR 1~1 i~. th~ minima!. polyn-omlal of j E'·c over ~' ,Theo- .· .. ! 
rem 50.6 states . that IR [x Jl(.t 2 + 1) = IR (i). In the. ring Hi [x ]/(x2 + 1), we 
have. the equality ·x2 t IR [x ](~-2 + I) = -1 + ~ [xj(x2 + .I), and ~alculatio .. n~ are 

carried .out jusi as in the rii1g rr:l! [.t], but we replace [x + IR.[x](x 2 + 1)12.= 

x 2 + !R[xJ(x2 + 1) by.,.)+ IR.[x](x2 + 1) . .In the same way, calculations are . ' . . .. . . 
carried out in IR (i) = 1= just_ as lh?ugh i were an i,ndeterll!inate over IR ,' · 

. and we write' -I for ·i2 'wher~ver we see i 2 • This is what .the isomorphism;:. 

IR [x J!(x2 + 1) = IR (i) = IC means.,- , 
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(d) Likewise, if ElK is a field exte~sion,and a e: ,E, and ifa is algebraic 
over k with, the minimal polynomial 'xn + cn"lxn""l + cn-l!,xn-2 +~ .. +.c,x +co 

over K- so that 
.an=-c · an-l_t an~i_-: .. ~ca-c 

n-1 . . n-2 I 0' 

· then K(a) consists of the elem~nts 
, . ko + kla + ... +kn~2a~_-2 + kn-la~-1 (ko;kl, ... ,kn-2'kn-l E K). 

and computations are c,arried out in K (a) just as though a we're an inde
terminate over K and then re<placing an by :.,c~_ 1 an-l- <_2an-2 - · · · --c a- c

0 
· 

wherever it ~ccurs .. 
. . ( . 

. For instance, writing a.for --./2+-13 E IR, we have a4 =, 10a2 - 1-.iri O(a). If 

t = 2 + a '- a2 + 3a3 E ~(a) and u = a + a 2 + 2a3 .E O(a); then 

t + u ·= 2 + 2a + ~a3 E O(a) 

and t ll = (2 +a·- a 2 + 3a3)(a + a2 + 2a3) 

=:2a +2ti2 + 4a3 + a2 + a 3 + 2a4 - a 3 - ~4 - ·2a5 + 3a4 + 3a5 +6a6 

= :ia + 3a2 + 4a3 + 4a4 +a5 + 6a6 . 

. =·;w + 3a2·+ 4~3 + 4(ioa2 - . .1) + a(10a2 - 1) +6a2(10a2 ~I) 
= ia +-3a2 + 4a3 +40a2 ...,. 4+10a3 ·- a+ 60(10a~- 1)- 6a2 

= -64 +a + 63_7a2 + 14a3 E O(a). · ·,, 

· Let us find· the inve~se of a 2 + a + 1·. According to Theore~ 50.6, we must 

find polynomials r(x), s(x) in (()> [x] such that 
· (x4 - IOxZ + I)r(x) + (x2 + x + I)s(x) = 1 

arid_ this we d~ by- the Euclidean algoi:ithm: 

so that 

/ 

x4 -__ 10x2 + 1 ;, (x2 - X- 10)(x2 + x + I)'+ (1 ix + 11) 

x2 + x + 1 = (
1
\x)(llx ;11) + 1, 

' . . 

. . . . t' •, . . 
1 = (x2 +x + 1)- (0 x)(l1xt 11) 

. ~ (x~ _+ x + 1) - {
1
\ x)[(x4'- 10x2 +1) -:. (x2 ~ x- IO)(x2 + x_ + 1)] · 

. l ·. 1 
= (x2 + x + 1)(1 : <ux)(x2 - x ~ 10)) - (0 x)(f4 - 10x2 + 1), 

1 =. (x2 + x ;t l~(Tr;3 - frx 2 
- : ~-;t· + 1) - </ 1 x)(x4·- 10x2 + ·1) 

and, substituting a .for x,' we get , 

1 ( 2- .. 1)(1 3. 1 i 10 . = a '+:a+ .ITa -ITa - 0 a·+ 1), 

1/(a2 +a +i)::::,.!...a3 - ..1...a2 - ~a+ I · 
. 1 1 I I. I 1 . 
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Notice .that a is· treated here merely as a symbol that satisfies the rela

ti~n a4
- IOa2 + i = O.l_'henumericaz' ~iilue of a,= ...J2 + {3 = 3-.i4626337 ... 

- as a real number is totaly ignored. This. is algebr~, the calculus of.> 

symbols. This aliows ·enormous flexibility: . we -can regard a as an dement 

in any' extensio~ field E of il)> in which· the polynomial x 4 :.. . 10x2 -1: -1 has a 

- root. ·This idea will be pursued in • the next paragraph: 

50.10 -Theorem: Let ElK- be-_ a finite dimensional extension. Then. E is . . .. ' . 

algebraic ov~r-K and. also. finitely generated over K. 

Pro~f: Let IE:KI-= n E N. Topr~v.e that E "is algebraic over" K, we must; 

shoZv that.-'every element of a is aroot of anonz~ro polynomial in K[x].' If

u is an arbitrary ele~ent of. E, th~n the n + 1 eiements, I,u,u 2 , • :. ,u~-1 ,un of · . \ . . . . 

E cannot be linearly independent over K, by Steinitz'.- replacement theo--
rem. Thus there are k0 ,kj ,k2, ..• ;kn_ 1 ,kn in K, not all of them zero, with . -

k k k 2 - k -n-1 k · n · · 0 
_ _ -

1 
. o + 1 u 7" 2u + · · · + n-1 u · + nu . = · . . 

Then g(x) = ~o + k1x + k2x
2 +. · · + kn-:- 1xn-1 + k,;xn is -a nonzero polynomial 

inK[~]. in fact--of degree .;;;; n, and u is a root of g(x). Thus u is algebraic 

over K: Since_ u, was arQitrary, E is algebraic over I(. 

Secondly, if_ {b1,b2, .•• ,bn} ~Eisa K-basis of£, then 

E=s~(b1 ,b2, ••• ,bn) = {k1b 1 +k2b2 +·:·_'+kn'b~} 
s;; {f(b1;b2, .~ •• ,bn) E E:fE K[x1,x2, ••• ,xn]} 

= K(b1,~i• ... ,bn) . 
s;;£,: 

thusE=K(~1 ,b2, •.. ,bn) is fin_itel(generated over K. 0 

As a separate lemma, we'\ record the fact that the polynomial g(x) in the 
, I 

preceding proof has degree .;;;; n-. 

50.11 Lem~a: Let EiK bp·afield_ extensfon ~f degre~ IE:KI = n e N. Then 
_ every element of E is algebraic over K and hqs degree. ·over K at most _ 
equal to n. '0-
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Next we show' that an· extension generated by. ai'gebraic elements is, al~ 
gebraic. 

50.12 /Theorem: Let ElK be a field extension and let al'a2, ••• ,an-l'an f! e 
finitely. many elements in E. Suppose that a1,a2, • : • ,an-l'an are algebraic 
over K. Th~n K(a 1,a2 , •• : ,an_;,an) is· an. algebraic extension of K. In fact; 

· K(al'a2, ••• ,an-I ,an) is a finite dimensional extension ofK and 
IK(a1,a2,-•• :,an_1;an):Kl..;;; IK(a1):KIIK(~):KI ... IK(an):Kl 

. -. . 
Proof: Let r1 = 1J((a1):KI. Foreach i = 2, . · .. ,n.- I,n, the element ai is alge
b~aic over K, hence also algebraic over K(a1, ••• ,ai_1) by Lemma. 50.5. This 
lemma yields,-·in addition, that tQe minimal. polynomial of aj over the ' 

fieldK(a1, •.. ,a;,.I) is a divisor of the minimal polynomial of ai over K; so, 

comparing the degrees .of tl,lese _minimal polynomials and using Theorem 
50.7, we get ri := I (K(al' -.-.. ?aH))(ai):K(a1, .> •• ,ai_1)1 ..;;; ·IK(a;):KJ, this for. ail 

· i = 2; ... ,n-- l,n. 1Ftom. • 

k!;;;. K(a1)!;;;. K(al'a2)!;;;; .-~.!;;; K(al'a2, ._ .. ,an-:1)!;;;. K(a1,a2, ••• ,an_1,an) 

arid K(al' ... ,ai-l;ai) = (K(a1, ••• ,ai-l))(ai) fori= 2, ... ,n.- l,n 

(Lemma . 49.6(2)), we obtain 

(Theorem 48.13) 

·Thus K(a1 ,a2 , •.. ,an-I ,an) is a finite di.mensional extension of K- and, by 

Theorem 50.10, an algebraic· extension of K. o 

50.13 Lemma: Let ElK be afield extension and a,b E E. If a arid b. are 
. algebraic ov~r· K, then a + b, a - -b, ab and alb (in case b -¢ 0) are alge

braic over.. K.' 
! 

Proof: If a and b are algebraic over K, then K(a,b) is an algebraic exten-
sion ~f K by Theorem 50.12-~ every ·eleme~t of K(a,b) J.s algebraic over K. 

Si~ce a-+ b, a- b, ab and alb are in K(~,b), they are. algebraic over- K. o 
. ; -' ' . ' 



50.14 . Theorem': Let ElK be a' field e~tension and /i!t A :be· the set of all 
·elements of E which are algebraic over K> Then A is a subfield ~f E (and 

an: intermediate field of the e~tension ElK). : 
. . 

Proof: lf.a,b ~€ A, then a and b ·are algebraic over' K,• then a+ b, :...b, a b 
~nd 1/b (ilie last in .case b ~ 0) are algebraic. o_verK by Lemm~ 50.13 and · 
so A i!! a· subfield ~f E by Lemma 48.2: Since arty element .of K is · alge
braic over K (Example 49.8(a)), we have K r;;. A. Thus A is an intermedi-. 

· ate. fiel<!. of ElK. . . , . . · o ~ 

. ' 

50.15 Definition_: Let ElK be a field extensian and Jet A ·be the. _subfield., -
.of E in Theorem· 50.14 consisting exactly of tpe elements of E which are: 
. ~lgebrai.c over K. Then· A·. is.: ca11ed the alge.braic closure. of K in E. · . 

. A is of course ari algebraic extension of K. In.tfact, if a ,€ E,. then. a is alge- .· 
br?ic over K if.and:only if·a ~A; andifF is'im intermedfat~ field of ElK, 
then F is algebraic over K if and only if F r;;.. A. · 

The last .theorem. in ~his· p~ragraph. ;states that an alg~braic extension 'of 

an algebraic ~xtensi_on is an algebraiC extension.; sometimes referr~d. to · · 
as the transitivity of algebraic extensions. 

'50.16 Theorem: .Let F,1{K be fields. If F ·is an· algebraic extension of E 

and E is an algebraic extensio,n of K·, then F is an algebraic ext~nsio1z ofK. 
' . . . , 

.P.roof:. We must show that evt:ry. element ofF is ,algebr~ic pver K .. Let 
u E F. Sin'ce F i~ algebraic over E;. its ~Ieinent u is. alg~braic over E, and 
there is a polynomial f(x) E. E[x] with.j(u) ~ 0, say . 
. . ·, _f(x)=e

0
+e

1
x+··,+en;n: · 

We put L =K(e0,e1, -~··en).·Then·cJearlyf(x).7 L[x].'Si~ce E is algebraic , 
over K, each of e0;e1, . :.,en is· a1gebraic over' K and Theorem ·50.12. tells us. 

th.atf:-IK is finite dimension~!. Also,.since j(u) = 0 andf(~) € L[x], we see. 

that lt is algebraic over L an? Theorem· 50.7 teUs us· that L(~)IL is finite 
dimensional. So IL(u):KI = l[.;(u)':LIIK(e0,e1, ••• ,en):KI', is a finite number: L(u) 

. . . . . 
is a finite dimensional extension of K, By Theorem SO.IO, L(u) is an alge-

615 . ,-



braic·extension of K. So every element:of L(u),is algebraic over[(. In. 
· · particular, since u E L(u), we see that u is alg~braic ove.r K. Since u is an 

arbitrary element of F, we conclude· that F i~ an algebraic extension of K: 

·o 

50.17 Definition: Let K and L b~ subfields of a field E: The s~bfield of E 

, generated by K u L over f, wher~ P is. the prime subfiefd of E, is · calh!d . 
. the compositum ofK, and L, and denoted by KL. 

· So K L = P (K u L). by definition. It follows immediately froin · this 
defi~itioh that KL = LK. The ·compositum KL is the smallest s~bfield of E 
containing both K and L, whe_nce KL = K(L) = L(K). • 

In order to· define · the compositum of two fields K and L, it is necessaty. 

that these be contained· in a ·larger fi~ld. If ~ and L are not subfields of a 
common field, we cannot define, the compositl!m. KL. 

If ElK is a field extension and a,b E E, then the compci~ituin K(a)K(b)' of 
K(a) and K(b) i~ K(P u {a,b}); K(a,b). 

Exercises 

1. Find the minimal polynomials ,of the following numbers over the fields 
indicated. 

I (a) .-fi 
(b) .../3- -fi 
(c) -fi + -{3 -r-15 
'(d) ~+-fi 

· (e) ·~+13 
(f) ·.y 3 + "2 

over 0, 0("'·2), ·o(.../3). . . 
over 0, o(.../2), 0(.../3). · 
over 0, 0(.../2), 0(.../3), 0(.../2 +. 15). 

\ .6ver o·. 0(.../2), o(~2;, O{p). ·; 

over 0, .0(.../l\ 0(-~). O(-fi + .../3). · 
.·'over 0, 0(.../2). 
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(g)~ -1+ ~2 
(h) ~'_I - -~ 2 . 

3 .· . 'Jr-.-·-----:-::= 

0) -\f -I ·+. ~ ~ + -\J:..I ~ ~ 2 

over ·([!>,;([!>(~2),([!>(i). 

over ([!>,,([!>(~l),([!>(i). 

over. ([!>, Gd2),([!>(i). 

2. Le.t ElK be an extension of, fields and let D be. an integral domain such . 
. ' . . . . 

th~t K ~ D ~- & Prove that, if E is algebraic over K, theri D is .a field. 

'3. Let ElK be an extensio~ of fie ids and a 1 ,a2, ..• ,am elements of E which 

are algebraic ·over K. Prove that K[a 1 ,a2, ••• ,am] = K(al'a2, ... • a,n). 

4: Let ElK be .a field extension anda,b e: E. Ifa is algebraic of de'gree m · 

over K and b is algebraic of degree n ~ver K,. show thill K( a ;b) i~ an 

algebraic extension of Kand that IK(a,b):KI ,;;;;; mn. If, in addition, lJl and n I. 
. ' . . ~ . 

are relatively prime, then in fact IK(a,b);KI = mn. 

5. Let ElK be ·a field extension andL ,M. intermediate fields. }>rove the 

following statements. · · · 

(a) ILM:KI is finite if and only if both IL:KI and IM:KI are finite. 

(b)If ILM:KI is finite; then IL:KI and IM:K! divide ILM:KI. 

(cYif IL:Kl and IM:KI are finite and relatively pri.me, then ILM:KI is 

equal to IL:KIIM:KI._ 
(d) If L and M 'are algebraic over K-, 'thenLM is .algebraic ov,er K. 

(e) If L. is algebraic over K, then ~M is algebraic over M., 

6. A complex number u is said to ~e ,an algebraic integer if ~l is the root 

of a monic polynomial· in _1[x]. Prove the following statements. · 

(a) If c e: .I[ is· algebraic ov.er ([!>, then· there is a natural number 'n 

such that nc ·is an algebraic integer. 

(b) If u e: ([!> and u is an algebraic integer,. th~n u e: 1. 

(c) Letf(x): and g(x) be monie polynomials in ([!>[x]. Iff(x)g(x).e: l[x],· 

_then 'f(x) and g(x) are in 1 [x]. (Hint: consider contents.) 

(d) If u. e: I[ is an algebniie integer,. then the minimal polynomial ·of 

u over ([!> _is in fact a polynomial in: 1 [x ]. 
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,. §51 
Kronecker's Theorem 

!n this paragraph, we ·prove. an important theorem due 'to L. Kronecker 
· which states that any polynomial over a field. has a root in some exten
si~n field. It can be regarded as the' fundamental theorem of field exten

sions .. As might be expected from Kronecker's philosophical outlook, the 
. proof is constructive: we do not merely prove, the existence of such· an 
extension in an unseen .wodd; we actually describe what its elements 
are and how to add, multiply and invert them. 

In. our . discussions concerning . the roots of polynomials, we assumed, up 
to this poi~t. that we are given: (1) a field -K; (2) a polynomial f(x) in K[x]; 

(3) an extension field E ·~f K; (4) an element a ofE ·which is a root off(x) .. 

But in many ·cases, we are given only a field K . and a polynomial f(x) in 

K[x], and the problem is to find a root off(x). In inore detail, the problem 
. is to find a field E, an extension of K, and an element a in E such that f( a) . . . . 

= 0. Not only are we to find a, but we are also to find E, which is not 
'given in advance. Kronecker's theorem tells us how. to do this. 

Let . us consider a· historical example, viz. the · introduction of complex 
numbers into mathematics in the 18th and 19th 'centuries. Mathema
ticians had the f!eld ~ of real numbers, and the polynomi~l x2 + i E llUx]. 

This polynomial has no root · in ~ , . because. there ·'is no real number 
whose square ·is -1. However •. there· were strong indications (for instance 
Cardan's formula for the roots of a cubic polynomial) that a root of th.is 

' . \ . . ' . 
polynomial would be very welcome. What did mathematicians do, then? · · 
They. invented a symbol ..J-:-f. which they perfectly knew not to be a real 

number, and considered the expressions a + b..f-:T. where a,b E ~. The~e 
expressions were coined "complex numbers" (not a fortunate name, by 

. the way). Two complex· numbers a + !J..J-::f and a'+ b'...j-:t are. regarded as 

equal if and only if a = a' and b = b '. The sum of two complex numbers 1s . 
. defin!'!d in the obvious way. The product of two complex numbers 
a + b..J-::[, c + dfi is fou~'d. from the na'ive caiculati~n 

(a'+ b{::i)(c + art) = ac + adfi +' hfic + b~d-J-1 
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. · = ac + bd(--.J-1)2 +(ad +bc)--[:1 

= (~c - bd.) +(ad+ bc)B 

where we interpret (.f~I) 2 as the real number -J. Thus ·:v-::t is a CO!ll.PU" 

tational device: we multiply' c'o'mplex . numbers · using the usual field. 

properties I of IR, and putiiilg - r for c--.1-:::J. )2 wherever (--./-::t )2 occurs. The 
' ' . . ' . ~ ' . ' ' . . 

rigorous foundation· for ·complex numbers as ordered· pairs of. real 

numbers: due to. W. R. Hamilton, came in the middle of the 19th century; 

but there was nothing basically wrong in the "defiriiti~n". of complex .. 

num-bers .used by the earlier' mathematicians .. The' field IC wei:e · 

constructed in this ..y<iy ?s the. extensifn. field IR (i) of ~ having a root of .· 

the polynomial x 2 +. 1 € IR [x). More. speCifically, the complex number 0 + 
I-r-I'.is a r~~t~fx2+ i. '· 

Another example: Given the field Q. and the polynomial x4 - 10x2 + I in 

· 0 [x], we wish~ to find .a root of this polynoiniat.'What can we do? As • 

mentioned in Example: 50.9(d); we in.ve~t a sym~ol a; subject it to the_. 
condition a4 --I Oa2 +·I = 0 and _consider all ~xpressions c0 ·+c1a + c2a 2 + c:3a 3 , 

as cl'c2,c
3
,c4 run independently over' 11). These expressions are new "num-

bers". These new "numbers" ar; multiplied ~sing the usual· field proper~ 
ties of 4Jl; and putting 0 for a 4

- !Oa 2 +' l wherever a 4 -. IOa 2+ I occurs 
(equivalently, putting 10;1 2 - I. for a4 .wherever a4 occurs). The field O(a). 

is constructed · from 0 and a <ts an . extension. field ·of ·o having a root of 

th~ polynoJilial. x 4·,.. 10x2 + 1 E Olx). More -specifically, the "number" 

0 +!a+ Oa 2 + Oa3 is a root of:t4 -10x2 + I. . 

It is now clear what to do in· the general case., Given a field K and an. ir

reducible polynomial J(x) in Klil, to find inoot of f(x), v./e invent ,a 'sym

bol II, subject' it to the condition j(u)=O and c'onsider.the K-vcctor space 

with the K=basis l,u,t?, : .. ,11 11
-
1, where n = degf(x). arid l,u,u 2 , ... ,11"-1 arc 

computational symbols.- We multiply the elements of this K -vector space 

by treating 11 as itn lndctcr;nin;'tte over K. and writing 0 for j(11) \Vhcr

cxer f(u) occurs. 1 Thc rigorous melhod of doing. this is to consider the

factor ring K!xl!(f), as suggested ~y Theorem 50.6. 

I 
\_' 

51.1 Theorem (Kninccker's theorem): Let K he a field ciuclj(x) an 

'irrcclucihle polynomial in Klx 1. 7'/len there is WI .exte-n:\'ion field 1:· i1{ K 
such that Jtx ).1 !Jus: a ro·or in 1:~. . ' 
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Proof: Let E: = K[x]/(f), the factor ring of K(x] modulo the principal ideal 

_generated by f(x) in K[x]. Since K[x] i~ a principai ideal domain and j(x) is 

irreducible in K['x], the factor ring E = K[x]/(/) is a field (Theorem 32.25). 

The mapping cp:K -E 
. ' 

k -+k +(f) 

is a ring homomorphism because 
(kl+ k2)rp = (kl + k2) +(f)~. (kl +(f))+(~ +'(j)} = klrp + k2rp 

and 

for any k1 ,k2 E K. Since f(x) is irreducible in K[x], it is not a u~it in K[x], 

thus lrp = 1-~ + (f) ~ 0 + (f) ;md rp is one-to-one by Lemma 48.8 .. So rp is a 
. . ; : 

field homomorphism. We identify K. with its image K rp in E .. So we will . 
write k instead of k ·+ (f) when k .E K. In this way, we regard K as a 

subfield of f! and E as an extension field of K. 

Let us write u = x + (f) E E for brevity. We chiim that u is a root of f(x). 
·Indeed, if j(x) = b0 + ?1x +b2x2 + · ·, + bnxn E K[x], b.n ~ 0, then. 

. f(u). = b + b u + b u2 + · · · + ·b un 0 I 2 · n 

~ = (b0 + (f)) + (b1 + (f))(x +(f)) + (b2 + (j))(x + (/))2 + ... + (bn + (f))(x + (j))n 

=,(b0 +(f))+ (b1 + (/))(x +(f))+ (b2 + (f))(x2 +'(/)) + ··· + (bn + (j))(x~ +(f)) 

= b
0 
+ b

1
x + b

2
x2 + · · · + bnxn + (f) ·. . . . 

=1 + (j)' 

. =·o +(f) 
=DEE 

• . 

and so U.E E is a root _off(x); Thus E is an extension field of K containing 

a root of f(x). (The identitification of K with K rp · r; E amounts to writing k 
for k +Out Ou7 + .. _. -f. Oun E E when k E K.) o · 

Let us keep the notation of the. preceding proof. Clearly K(u) r; E. Also, 
any element of E has the form c0 + c1x + c2x2. + · · · + c im + (f), and thus 

. . m 

equals c0 + ctfx + (f))+ c2(x + (/))2 + , .. + cm(x + (j))m 

= ~ + c ll ~ c u2 +' ~ · · + c um · 0 1 2 m 

a~d belongs Jo K(u). So E r; K(u). This shows .that E = K(u) is a simple 
• • 0 

extension of K. 



\ 

Now let F_ = K(t) be another simple extension of K, generated by a root t 

in 'F of f(x) E K[x]. By Theorem 50.6, 'we have the field isomorphisms 

~:K(x]/(f)- K(u) 
g(x) + (f)-+ g(u) 

~: K[x]/(f)-+ K(t) 
g(x) + (f) -+ g(t) 

induced from the substitution homomorphisms 

T : K[x] -+ K(u) 
u . 

g(x)-+ g(u) 

(see Theorem 30.17). Hen~e 

a-1 ~: K(u)-+ K(t) 
g(u)-+ g(t) 

T
1
: K[x]-:-:- K(t) 

g(x) ~ g(t) 

. . _, . ' 

is a field isomorphism: K(u):::: K(t). Besides, since ka = (k +(f))~ = kTu = k 

and likewise k~ = k for all k. E. IC the restriction; of a-1 ~ to K .!;;; K(u) is the 

i~entity · mappirg on 'K. We proved the ·following strengthening of 

Kronecker's theorem. 

51.2 Theorem: Let K be a field and let f(x) E K[x] ·be an irreducible 

poly_n~mial in _KlxL Then there .is a simple extension K(u) .ofK such that" 

11 E K(u) is .a root of f(x). Moreover, J( K(t) is also a simple extension of K 

such that t E K(t) is a root of ((x), then K(u):::: K(t) and in fact there is an 

isomorphism o : IC( u) -+ K (t) ivhose restrictiOn io K. is the identity · 

mapping. on K. o 

51.3 Definition: Let K. be a field and let f(x) E K[x] be an irreducible 
·polynomial fn K[x]. The_n a simple ·extension K(u) cif K, where u is a root ·. 

of f(x) (which ·field exists and is unique to .within· an isomorphism whose 

restriction to K is the identity mapping on K by Theorem 51.2), is called 
the field obtained by adjoining a root of f(x) to K. 

51.4 Remark: Let K be a; field and let f(x) E k[xl be an· irreducible 

polynomial in Klx 1. Suppose K(u) is the- field obtained by adjoining a root 
11 of f(x) to K. Let ~c be the leading coefficient of f(x). From Theorem 50.3, . . . ' ·. 

·' 
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1 . 
we ·learn that - f(x) is the minimfil polyn~niial of u over K. Then it. 

c 

follows from Th~orem 50.7 that IK(u):KI = deg ~!(~) = deg f(x): th,e 
~ ' . . 

degree ovei: K of the field obtained by adjoining to K a. root an irred uc
ible polynomial f(x) E. K[x] is equal to the degree- of f(x). 

. I . • , 
., 

51.5. Theoreui (Kronecker): . Lei K be· a field and let 
1
f(x) be a poly

nomial. in K[x]\K (not necessarily irreducible over K) with deg f(x) = n: · 

Then there is im extension field E of K such that .f(x) has a root in E and 

IE:Kl'<; n. 

' '. 
I. 

Proof: From f(x) 1/. K-, we .know thatf(x) is neither the zero 'polynomial · 
- ••• • 1 

nor a unit in K [x]. As K [x] is a unique factorization dom.ain, we· can 
decompose f(x) into irr~ducible· polyn.omials, and adjoin a .root of one .of .. 

the irreducible divisors of f(x) to K; The field .E obtained i~ ~his way will 
have a root of (that irreducible divisor of f(x), hence also of) f(x). 
Moreover, IE:KI will be equal to the degree of_; that irreducible divisor of · 
f(x), hence will be_ smaller than or equal to deg f(x} = n. ._ o 

51.6_ Examples: {a) Consider the polyn~mial f(x),; x 2 .:._ 2 E. IF5 Cx] .. If is 
irreducible over' IF 5 , for otherwise f(x) would have· a. root. in IF 5 , whereas 
t_here is no element in IF 5 whose square is 2 E. IF 5 , (in the language of 

elementary .·number· theory; · 2 € Z is a quadratic nonresidue mod 5). Let 
us adjoin a.root u off(x)to IF5 . Tlie re_sulting fieldJF5(u}is an IF

5
cvector 

space with an IF5 ~basis {l.~u}, andu 2 =? E. IF5 . He.re are some~ sample com-· 
putations iri IF 5 ('u): 

(4 + 2u)(3 + u) = i2+ 4u + 6u+ 3u 2 = 12 + lOu+ 3·2 = 2 + Ou + 1 = 3, 

(3 + 2it)(2 ·+ 4u) = 6 + 12u + 4u. + 8u2 = 1 + 2u + 4u + 3·2 = 7 + 6u = 2 + u. 

·.In view of th~. equ,ati~n u2 = 2 E._ IF5, ~ve agree·to writ~ --J2 in place ofu in 

IF 5(u). We keep in mind ~f course .that --J2 is just another· name for our 

computational 'device u: here --J2 is not. the real number 1.4i4.·.·. whose 

square .is the real number .2. 

Let us .express (1 + 2--J2)(3 ·+ --J2) and (4 :r .--J2t1 · in terms of the ·f 
5

- ~ asi s 

(1;'-'2}. 
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c1 + 2YZ)C3 + {2) = 3 + f2 ,+ 6f2 + 2-2 = C3 + 4) + <t + 6)f2-=2 + 2f2, 

_-_1_ = _--_1_·4-n = 4-'[2 =4~7[2 =4-f2 =!c4 -.v2). · 
4+Y2 4+YZ 4..:.{2 16-2 . 14 4 . 4 . - . . 

- = 4(4..:....}2) = 16- 4{2 ~ 1 + {2. 
Check:(4+.\f2)(1 + f2)=4~-4f2+fi+i=6+5...J2=L . 

. Note that cp: 'f5(....f2)--. 'f5({2) ·is ·~n ~utomorphism of Fsf...J2), because 

a + bf2. -+ a - b-fi 

[(a + b...J2) + (c + dJ2)Jcp ::: [(a+ c)+ (b + d){2]cp 
. ~~+~-~+~...J2 

=(a - bf2.) + (c- d{2) · 
· = (a + bf2.)cp + (c + d{i)cp .. 

and [(a.+ b.Yl)(c ~ df2)Jcp = [(cic + 2bd) +(ad+ bc){2]cp 

= (ac + 2bd) - (ad + bc)-fi 

= (ac + 2(-b)(~d)) :.1-(a(-d) + (-b)c)f2 
=(a- b...J2)(c- d{i)' 

=(a+ b-fi)cp·(c.+ d{i)cp 

for all a+ b:[i, c + d...J2 E 'f5(f2.); a~·d cp is clearly onto. and K er cp ~ rF.5(....f2). 

By. the binomial theorem, (Theorem 29.16), . . 
(a+ b{i)Y = a5 + 5a4bf2.+ ·wa3b22 + 10a2b32...J2 + 5ab44 + b54...J2 

-- -,; a5 + 4b5-fi =a + 4b..J2 = a- bf2. 

· for all a+ b....f--2 E 'f5(...J2). Thus cp can also be_ described as 

. rp: f5(...J2)- _'f5({2). 

I --> t5 

(b) The polyt~omial g(x} = x 2 - 3 E 'f5(x], too, is irreducible over 'f5 (3 E l 

is a quadratic nonresidue mod 5). Adjoining a root ...J-3 of g (x) to IF 5 , ~~ 
obtain the field lf5(...J3), which is an !f5 ~vector 1space with a basis (I . ...J3J 

. ) ' 

. over 'f5, and c...J3) 2 = 3 E 'fs. We do not forget, of course, that ...J-::3 is a con~~ .. 

putiltional symbol only, and twt· the real number 1.732, ~. whose ~quare 

_is 3 E ·IR. In 'f5 (...J~). we have -

(3 +2...J3)(1 + 4...J3) = 3 + 12....}3 + 2...J3 + 8-3 = 27 + 14....}3 = 2 + 4....}3, 

(2 +·3...J3)C2+.4...J3) = 4 + s...J) +6...J3 + 12-3 = 4 + 3...J3 + ...J3·+ 36 = 4.Y-3, 

_1 _ = _1 _ t-3...J3 = 1-3...J3 = 1+2...J3 = .!.o + 2{3> 
1+3-fi 1+3-fi 1-3-fi . 1-27 4 4 . . 

= 4(1 + 2...J3) = 4 + 3.Y3. 
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As 8 = 3 in JF5 , w~ may also write ;/8 for ;/3, with the ·understanding that 

-f8 € JF
5
(;/3) is a_ computational de.vice satisfying ("'./8)2 = 8 = 3. Here ;/8 is 

. not the real riumber 2.828. . . whose square is 8 € IR . We might be 

tempted to write ;/8 = -~ 4·2 ,;, 2;/2. For the time beiQg, this is not legit
imate: as ;/8 € JF5(;/3) and 2;/2 E JF5(;/2) are in different fields, and nof in 

their intersection 'fs·· it 'is not meaningful to write _;/8 = 2;/2 .. 

However, this suggests t~at. 1j): IF5(;/3)-. 'f/-fi) m'ight be an interesting 

-a + b;/3-+ a + 2b-fi 

mapping. Indeed, . 
[(a+ b;/3) + (c + d;/3)]1Jl = [(a+. c)_+ (b +d);/3]1Jl 

= (a + c) + 2(b + d)Vz 
=(a+ 2b;/2) + (c +j.d'fi) . 

. = (a + b;/3)1Jl + {c + d;/3)1Jl 
and [(a + b;/3)(c + d;/3) ]1Jl = [(~zc + 3bd) + (ad ~ bc);/3]1Jl 

= (ac + 3bd) + 2(ad + bc)T2 
= (ac +2·2b·2d) + .(a·2d + 2b·c)--J2 

=.(a + 2b;/2)(c + 2d;/2) 

= (a + b;/3)1Jl·(c + d-13)\j)_ 

for all a +b;/3, c + d;/3 E JF5(-{3), thus 1Jl is a ring twmomorphism. As 1t 1s 

clearly one-to-one and onto;/ 1Jl is a field isomorphism. Hen~~ f5(;/3) and 

JF5(;/2) are iso~orphi~ fields. We identify these two fields by the i~o
morphism 1Jl, i.e., by declaring ~ + b;/3 =a +,2b;/2 for all a,b € IF5• Then, 

bJ!t only then can we write· ;/3,;, 2;/2. · 

We could identify these fjelds by declaring a + b;/3 = a - 2b;/2 fo.r all a,b 
in f 5, which amounts to identifying them by the isomorphism 

rp1Jl: f5(;/3) ~ IF5(;/2). How we identify them is not impo'rtant, but we must 
consistently use one and the same identification: " · 

When we identif"y. IF5(;/3) and· f 5(;/2) by declaring a + b~3 =a + 2b.V2 for. 

all a ,b € IF 5 ; we can no longer interpret ;/ 18, for example, men!Iy as a 
computational device whose' square. is 18 € f5, 'for the~e are two ele~· 

ments in 1F 5(;/3) = f 5(;/2) whose squares are 18, viz.·· 2;/2 and -2;/2 = 3-fi. 

We must .specify· whic.h df 2-v,2,. 3:..J2 we ~ean by ;/18.' ·Otherwise· w~ 
might commit s'uch mistakes as ' 

3;/2 = -{9:2~ m = -{9.2 = {;2 = 2;/2 in 'f5(;/2) 



which. resembles th'e mistake 

-7 = .Y ( -7)2 = -{49 = 7 · in ~. 
In ~ , there· are two numbers whose squares· are 49, namely 7 and -7; 
arid ~ 49 is understood to be the po~itive of the numbers 7: · -7. Thus 

~hen we write ~ 49, we sp~cify which of 7, -7 we mean by ~ 49: This 

prevents th.e -mistake -7 = -\1 (-7)2• In ·'f5 (~2), specifying 2~2 or 3~2 as~IS 
prevents the mistake 3~2 = 2~. 

Exercises 

I. 
1
Adjoin a root u:of x3 t 2x2 

- 2 e: c[j) {;] to c[j) and construct the· field c[j) (u). 

Expres; (u2. + u-. I)(u2 + 2u- 5), (u2 - 3u + I)/(u 2 + 2ri + 3); (u4 + u~)(u3 ~ 1) 
in terms of the 0-basis l,u,u 2 ofO(u). ·· 

. 2. Find all monic irreducible polynomials in -JF5 [x] of degree two (aside 

from x 2 - 2 and x 2 - 3, ther~ are. eight of them). Adjoining a root .u of · 

these polynomials to. IF5 , construct eight fields JF5 (u) of 25 elements. 

Prove· that each of1 these fields is isomorphic to 'f 5('./2). 
I 

3. Prov~ that IF5• and 'f/~2y are cyclic.· 

4. Find a field K of nine. elements and sho\V that K• is cyclic. 

5. Prove . the following statements. . 
· (a) f(x) = x 2 + x + I e: IF2[x] is i~educible over. !Fr 

(b)g(x) =x4 + x + 1 E 'f2 ~~~ is im!ducible over IF
2

• 
. . . ' 

Let i be a root of f(x) and u a root of g(x). , 
. (c) h(x) ~x2 + ix+ I e: rFz<i)[x] is irreducible dver IF

2
(i). 

Lett be a root of h(x) e: 'f2(i)[x]. · · 

(d) IFz(i){tf and'f2(uf are cyclic .. 
. (e) IF2{i)(t) ~ IF2(u). ' 
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§52 
Finite Field,s 

We have seen some examples of finite fields, i.e., fields with finit~Iy 
many elements. In this paragraph, we want to discuss some properties 
of finite fields." 

In modern times, ·it is customary to treat finite fields after .the presenta-
. tion of. Galois theory. Our approach to' finite fields wiil be. more elemen

tary and more concrete than usual. We hope this will prepare the way to_ 
a better understanding of Galois theory. See also Example 54.18(c) and 
Theorem 54.26. 

We begin by restricting the order of a finite field to. prime powers. 

52.1 Lemma: Let q be a natural number and K afield with q elements. 
Then q = pn for some prime number p .al_ld for some natural number n. 

Proof: Let K be a field with q · elemehts. The prime subfield of K cannot 
be (isomorphic to) 10, for then K would contain infinitely mimy elements. · 
Hence 'the prime si.Jbfield of K is- (isomorphic to) IF for some prime 

' ' p - ' 
number p: We consider K as an IF -vector· space. The. dimension· of Kover 

. p . . 
IF must be finite, say I K: IF I = n E N. Let { k1 ,k2, ••• ,k } be an IF -basis' of K. p . p . n . . p 

Then .K consists of the· ele"!ents· · · 
.:. alkl + a2k2 + .... + ankn· 

as al'a2, ••• ,an run independently through IFP, and-

. . a1 k1 + a2 k2 +' · · · + ankn ~ b1 k1 -f b2k2 + · · · + b~k~' 
whenever (al'a2, • ; • ,an) ~ (b1 ,b2, ••• ,bn). Hence there are 'P possible choices 

for each of al'a
2

, ••• ,an and there are precisely pp.::p-;;;,pn ele'ments'in K. 

Thus the condition q = pn is a necessary condition for the existence of a 
field with q elements. One ·of our p1ain goals in this paragraph is to show 

that it is also. a sufficient condition. 
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.. 
By the' proof of Lemma 52.1, we know that a field· with pn elements is of 

characteristic p. We prove two lemmas about (not ~ecessarily· finite) . 

fields of prime characteristic. 

52.2 Lemma: Let K ~e a field· of characteristic'p ~ 0. Then 
(a+ b)P = aP +bP and .(ab)P = aPbP 

for. alla,b E K. 

Proof: We use the binomial t&eorem (Th~orem 29.16); Here p is a prime. 

number and .the binomial c~ef.fiCients (f) are. divisible by p when k = 

' I ,2,: .. ,p - I: note that p! is· divis~ble by p, s·o. k! (p - k)! (f) is 'divisible by 

'(P) p, but k!(p·- k)! is relatively prime top; sop divides k by Theorem 
·, 

5.I2. Then, for any a,b E'K7 we have. 

p-1 · . 'p-I 

(a+ b)P.'=. aP + L, ( ~)aP-kf} + bP = aP + L, 0 + bP = aP + bP 
k=l k=I 

since. pi (Pk) a· nd char K = p imply that. (P) p-kbk ...:.. a· f .k - I 2 . - I . k a ~- . . or ~ , , ... ,p . 
' . ' . 

This ·proves· (a + i1)P = aP + bP. The claim· (ab)P = aPbP follows from Lemma. 

8.14(1). . 0 

Lemma -52.2 states that the mapping cr: K -+ K is a field· homomorphism 

(clearly IP ~ i ~ 0). By induction on m, we obtain 
(a + a + · · · + a )P = a P + a P + · · · + a P I 2 . m · I · 2 · · m 

for any m. clements a1,a2, ••• ,am of a field of prime. characteristic p. 

52.3 Lemma: Let K be a field ·of characteristic p ~ 0 and n E N. Then, 

(a + b)P" = aP" + bP" 

for any a,li E K. · 
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Proof: .We make induction on n .. The claim is established for n =) in 
Lemina 52.2. If the ~ssertion is true for n = k. then, for any a ,b € K, · 

. . (a+ b)Pk+1 =((a+ b)Pl]P = [aPl + bPl]P = (aPt)P + (b~l)P = izPh1 + bPl+l 

and it is true for n = k + .1 also. 'Hence it is true for all n € N. o 

52.4 Lemma: Let q € N and let K be a field with q elements. 

,(1) aq-1 = lfor all a E.K". 

(2) aq =a fora// a € K. 

(3) xq ~ x = II (x - a) in K[x]. 

(4) Let f(x) be a nonzero polynomial of degree d in K[x]. If f(x)l(xq- x) in 
. . 

K [x]. then f(x) has exactly d roots in, K, and these roots are pairwise 

distinct. 

Proof: (1) K" is a muitiplicative group of order I K"l = I K\( 0} I = q :- 1. Hence 
aq-1 = 1 for any a € K". . . 

(2) This follows from (1) if a~. 0 and from Oq = 0 if a = 0. 
(3) Any element a· of K ·is a root of the polynomial xq - x. € K [x] by pa~t 

. . . - I 

(2). Thus both xq - x and II (x ~ a).· are monic p~l~no~ials, in K [x ], of 
aEK 

degree. q having all the q elements of K as roots. If xq - x were not equal 

to II (x - a), then (xti - x ) - II (x ·- ~) ~ould he a nonzero polynomial 
aEK 

of. degre·e less than q having at least q disti~ct roots, contrary to 

Theore~ 35.7. So xi[ - x =. II (x - a) 
aEK 

(4) We put xq - x = f(x)g(x), with g(x) € K[x]. Then deg g(x) = q - d. The 

·roots of xq - x are pairwise distinct by part (3) and, since any root of f(x) 

is also a root of xq _: x, we see that the roots of f(x) •. too, are pairw.ise 

distinct. Likewise ihe -roots of g(x) are pairwise distinct. Now g(x) has at 
most q,... d roots inK (Theorem,35.7). If f(x).had r roots inK and r < d, 
then xq - x = f(x)g(x) would have at most r + (q -·d) < q roots in K, 

· contrary to the fact that all.q elements Of K are roots of xq -. x. Thus f(x) 

has at least d ro~t~ inK.- But it.can have at most'd, roots inK by Theorem 
35.7. Hence .f(i) has exa<;:tly d··r~ots in K. . o 
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52.5 Lemma: Let L/K be a field extension and assume that K has q ele- . . 

ments, q E N. Lct b' be an element of L. Then b ·E K if and only if bq =.b. ' 

: Proof:b E I( It and only if b is a root of IJ (x- a), so if and only if b is 
.aEK 

a root of Xq- X~ SO if anct' only if bq =b. 0 

The last two lemmas will now ·be em~Ioyed to get information about the 
subfields of a finite field. If K 1 s;;; K 2 are finite fields, with pm1 and pm 2 

. . . 

. elements, respectively, then K1• is a subgroup of K{, hence· p';' 1 - 1 = IK1•1 

divides IK{I ,; pm 2 - I by Lagrange's theore~. We proceed to show that 
this happens if and only if m1 divides m2. 

52.6 Lemma: Let m,n E N and put d = (1h,n). 
(1) For any k .E N, we have (km- I, kn- I)= kd- I: 
(2) If K is any field and· x an indeterminate over K; then, . in the unique 

factorization clomain K[x], wehave (xm -·I, xn- I)':" xd- L 

Proof: (1) We put e = (km- I, kn- I). Since 
km _ I = (kd _ l)_((kd)(m/d)-1 + (kd)(m(d)-2 +· .. + ~ + 1),, 

·· we have kd - 11 km - 1. Likewise kd - 11 kn - 1 and so kd - II e. On the other 
hand, 'km = 1 (mad· e), so '][m = 1 in z;, so o(K)Im. Likewise o(K)In, so o(K)Id, 

so k.d = 1 in Z";.so kd '= 1 (mod e), so elkd _:_ 1. From kd- tre and elkd- I, 'we . . e . 

obtain e = kd- 1, ·as claimed. 

(2) We putf(x) = (xm- 1,xn- I). Since 
xm _ 1 = (xd _ 1 )( (xd)(m/d)-i ·+ (xd)(m/d}-,2 + ... ·+ ~ + 1 ), · 

we have xd- 11xm - 1 in K[x]. Likewise xd :- 11xn - 1 and so xd- llf(x). On the 

other hand, f(x)lxm.: 1, so.(x + (f))m= ;m +(f)= I +(f) in K[x]/(t(x)), hence 

x + (f) is a unit in K[x]/(f) and the order of x '+ (j) E: (K[x]/(f)}" is· divisible 
by m, likewise by n, a~d .the~ef~;e by d. Thus xd + (f) = (x + (f))d = I + <]), 
and j(x)lxd- I in K[x]. From· xd: llf(x)'and f(x)lxd- 1, we g~tf(x) ~ xd,- I, 

as claimed. - D 

·. 
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. 52.7 Lemma: Let m ,n ,p E N and let K, be a field {ind x' an indeterminate 
over. K. · : . 

' ' ' 

(1) For any k E N ,~we have km - 11 kn - I if and only if 1izln. 

(2) ln the polynomial ring K[x], }Ve have x"' - 11xn - I if and only if min. 

(3) Jn the polynomial rifzg K[x], we fz{fVe-xP"'- X [xP"- X ifand only if m[~l: 
' ' ... -

Proof: (1) k"'- 11k11 - I if and only if (km:.. 1, kn.., 1) = k"'- I;' so if and,only 

if k(m,n)-, 1 = kn:t- 1, so if and only if (m,n) = 111_, so if and only if m[~.' 

(2)xm -·llxn- l.inK[x] i( and only if (xm·_ 1, xn- I)~ xm- r, so if and only 

if x<m.n) _· 1 ,. xm- 1, so if and 'only if x<m.n)- 1 = x'~·- l, so if and only if 

(m;n) = m, so ifand only if min. ... . . ' 

. (3) We have xP"'- x [xP" ~ x · ifahd orily if xP"'-1 -J I xP"-i - 1, so if a'nd only 

if pm- 1 1 pn- ·] by part (2), so if and only if min by part (1}. o 

.•i 

52.8 Theorem: 'Let K be a field wiih pn elements (p prime). Then. K has 

a subfield with pm elements if and only if 1nln. hz. this case, there is · 

exactly one Sllbfield of K Vvith pm elements. This .subfield is 

{a E K: aP~ = a} . 

Proof! As noted earlier, if K has a subfield H with pm elements, then H. 

is a subgroup of K'; so pm - I = 1H•1 divides IK'I = pn- I by Lagrange's 

theorem. From_ p"'·.,..)lp·n.- 1, we get min by Le:nma .52.7(1). 

Suppose now min. We ~vant .. to show •tha~· K has ·a 'subfield with pm' 

elements. Lemma 52.5 leads us to consider the set of all ele~ents. a in K 
satisfying aP'" =a. So \\le put K 1 = {a E K: aP"' =a}. Then K

1 
is not empty 

and~ for any a ,b E · K I'. we have 

(a+ b)P"' = aP"' + aP"' =a + b, so a + b E K 1 (Lemma 52)), 

(-b)P"' = (-lb)P'" = (-l)P"'bP"' = (-'1)b, 
. • • 'J 

so-b E K 1 . (even when p = 2),, 

· (ab)P'" = aP"'bP"' = ab, 
. c 

. so.ab € Kl', 

(1/b)P"' = lfbP"' = 1/b, so 'l/b E K1 {if b;: 0). 

ThusK1 is a subfield of K. We _now show that K1 has exactly p"'_ elem~nts. 

Since min, we have xP"'.., x lxP".:: x in K[x] (Lemma 52.7(3)). Thus the 

polynomial .xP"' -· x ·has. exactly· pm roots and these are pairwise distinct 
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(Lemma 52.4(4)) and -the roots of xP"'- x are precisely the· elements in 
k

1
• Hence K

1
. has indeed p_m elements. 

This proves' that. K has a subfield K 1 with pm elements whenever mIn. 

Moreover, there is only one subfield with pm elements, for· if K 2 is a.· 

subfield ofK and IK21 = pm, then 'any element b' of K2 satisfies bP"' = b by 
Lemma :52.5, so K2 ~ K1, so K2 = K1• The proof is co111plete. o . 

As an ·mustratiori of Theorem 52.8,_ assume_ ~hat· K 40'96 is ;t field with· 

4096 = 212 elements. Then ali subfields of K4096 are as the figure. below, 
where K denotes a field with q elemeuts. _q 

In particular, assuming the existence of a field wilh 4096 elements, we 
can concl~de the existence ·of a • field wi~h 21, 22 , iJ, 24 , 26 elements·, too. 
Howev~r, we do not kn~w whether a field with 4096 dements really 

' . . ' 

exists, so the· foregoing argument is· very weak. It :is in. fact true that 
there is a field with pn elements, for any prime number p and for any· 

natural number n. We wish to prove this assertion. We need some 
results from , elementary number theory. 

* 

* * 

In the following, we use the notation L, ad" This means that n € N and. 
din , 

that we take a sum of terms adas d ranges through the positiye divisors 

of n, including I and n. For instance L ad =a(+ a
2 

+ a
3 
+ a4 + a6 + a 1 2 and 

I df.l2• 
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I,= a 1 + a3 +a5 + a15 • We cleary have I, 11 d = .I, a n/d" The notations IJ ad 

dl!5 · dln dln dln 

and ~n S d will have similar meanings. 

52.9 Lemma: Let rp be Euler's function. Then, for any natural number · n, 

Proof: ·For imy k E. N, tp{k) is defined to be the number of posltlve 

integers less than (on e9-ual to)' k that are relatively prime to 'k .. The 

greatest common divisor of any integer in { 1,2, ... ,n} with n is a positive 

divisor d of n. Hence· we have 

{1,2, ... ,n}= ~n Sd, where Sd = {k E N: k ..;; 9 and (k,n) = d}. 

Counting the number of elements, we' get n = I { 1 ,2, ' .. ,n} I = L Is dl. Here. 
dln 

Sd = {k E N: k..;; n and (k,n) = d} 

= {k E N: dlk, k ..;; n and (k,ri) = d}. 

= {k € N: k =db for some b E N, k ~ n and (k,n) = d} 
· = {db E N:, db_..;; nand (db,n) = d} 

/ . n .. 
· = f_db E. N:_, db ..;; n and (db,d d)= d}' 

' n· · n 
= {~b E. N: 1 ~ b..;; d ~nd (~,d)= 1}. 

Thus ISdl is the nu,mber of positive integers b such that i ..;; b ..;; n/d and 

(b, (n/d)) = 1, and 'this number is tp{n/d) by definition. We then obtain, 

n = L ISdl,; L tp(n!d) = L rp(d). 0 
dln dln dln 

For ease in. formulation of ·t~e next lemma; we introdu,ce some terminol

ogy. Let m E N. A complete resi(iue system· mod m is defined to be a set 

of m ' integers such that one and only one of theii) is congruent to each 

on<;: of 1,2: ... ,m .. Thus a.· complete .residue system mod m is a set 
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., . 

(r!,r2,.' .. ,rm] ~ l ~uch th"at the residue classes mod ··nl of r!,r2,. -~·rm make 
up l . In particular,. r. are· then mutually incongruent .mod· m· (and, a. m · 1 · . . . 

fortiori, mutually .di_stinct). If r 1,r2, ... ,rm are integers mutually incongru-

ent niod m, then {rpr2, .... rm) :1s a complete residu~ system mod '~· Also, 
if any integer. is congruent, modulo· m,. to one of the integers r1 ,r2, .. ",r~, 

then fr
1 
,r2, ... ,r~) is a c'omplete residue· system mod. m. 

A 'reduc~d· residue: syste;n mod .~n i; defined to be· a se.t of cp{m) integers 

such that one and only one of them is congruent to each one o( the 

. integers among_ l,Z, ... ;,iz that are rela'tively prime to m. Thus a reduced 

. residue system mod m is a set {al'a2,. : . • ~<p(m)} !:;;· z' such. that the resid~e 
classes .mod m of a 1,a2, ·..- ,a"'(m.) make up l~. In _particular, ai are then 

. mutually incongruent. ·mod m (and, a fortiori, · mutually distinct). If 

a! ,a2'' .. ,a~(m) are integers relatively prime to .I~ . and. mutually incongi-u

ent mod m, then {al'a2,;" .. ,a"'(m)) is a reduced residue system mod m. Also, 

if any integer that is relativelY. prime to m · is congruent, modulo 'm, to 

one of the.integers.d1.a2, ... ,a"'(m)' then_{a1,a2, .:.,a"'(m)} is a reduced resi
due system mod m. ' · I 

52.10 L~mma: Let cp be Euler's function. Let m,n E N and (m,n) ::::: I. 
( . . . . 

( l) If { r1 ,r2, ~ •• ,r m} ~ l is a complete residue system mod m and if 

{s1,s2, ... ,.<}!:lis a complete resi~ue.·sysiem mod_ n, then 

· · (m.~i + IJ'j: i = 1;2, ... ,m,j = I,2; ... ,n) ~ l 

iS a cbmplete resid!lC systein mod mn. 

(2) If {ai~a2,, .. ,a"'(m)} s: l. is a, redu~e~ residue system mod m and if 

{ bi ,b2; . : •.• b <p(n) l ~' l is a reduced residue system mod ~. then 
- (mai + nhj: i = 1,2, ... ,cp(m);j = 1,2, _ ... ,cp(n)} ~ l · 

is a reduced re_sidue system mod mn. 

(3).cp(mn) = cp(m)cp(n) . 

. Proof: ( 1) It will be sufficient to show that any 'two distinct Of the Ill II 

numbers m s. + n-r. are incohgrueni modulo inn. l_ndeed, if 
I 1 

. msi + '!'j = ms;- + ll'j· (mod n;zn), 
then m -~ + n'j = Ttl.'>;- + n'j: (mOd "!) and m si + nlj ~ m si'. +, ll'j· (mod n) 

~ nr
1
. = nr .. (mod m) and m s . .;. ms .. (mod n) 

' 1 I ·I 

r,. = r, .. (n10dm) and s. = s .. (mod 11) 
I .I . 

• · rj = 'j· and s; = ,'>;· 
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msi + n'j = msr -:1- n'j-· 

(2)_ Let u~ take a complete residue syst~m {r1 ,r~ •... ,rm} mod in such that 

{£1. ,a2, ••• ,aq>(m)} !: {rpr2, •.• ,r m} arid a complete r~sidue system {~1 .s2, ••• ,sm} 

mod iz such that {b1,b2, ••• ,bq>(n)}!: {s1,s2, ••• ,sn}. We have {al'a2, ••• ,a'l'(/71)} = 
{r. :j = 1,2, .. . ,m, (r.,m) = 1} and {b1,b2, ••• ,b ( ·)} = {s.: i= 1,2, . .. ,n, (s.,n) = 1}. 

J , . J . . q> n I I .. 

Now {ms.+nr.:j=1,2,.:.,m,j=1,2~ ... ,n} is a'complete residue system 
I . J . , . -· 

mod mn. So it will be sufficient to show that m S(+ n·'j is relatively prime 
to mn if and only if (s.,n) = 1 and (r.,m) = L · 

.· I . J 

If (si'n) > 1, then (si,n) divides both msi+ n'j; and mn.' so '(si,n) divides 
(ms. + nr., mn) and (ms. + nr., mn) > 1. Likewise (r.,m) > 1 implies that 

I J >I J J 
(m si + n'j, inn) > 1. 

On the ~ther hand, if (so,n) = 1 and (ro,m) = .1. then (mso + nr.,mn) = 1. For 
, I o J · I ·J 
otherwise_ (m si + n 'j• m n )· w~u.ld be divisible by a prime number p. Then / 

we would have plmn, so plm or pin. Without loss of generality, assume 
plm. Also plmso + nro, so plnro. Since plin and (m,n) = 1, we would get (p,n) 

I } · .J . 1 

= 1. Then pln'j and (p,n) ~ 1 would give plrj and p would divide (ri'm), 

contrary to (r0,m) = 1. So (s0,n) = 1 and (r
1
o;m) = 1 implies (mso +·nr.; mn) = 1. 

o J I . I· J · 

'(3) From part (2), we learn that .a r.educed 'residue' system modulo_ m n 

has rp(m)<p(n) elements. Hence <p(111n) = <p(m)<p(it) whenever m and n are 
relatively prime: D. 

It follows by induction on k that cp(m 1m2;. ;mk) = <p(m 1)<p(m.2) ••. <p(mk) fO'r 

. all .natural numbers m1,m2, ••• ,~nk ·.that are pairwise relat,ively prime. In.· 

particular, if n E N and n = p
1 
a1p2a2 •• •,pkak. is the canonical decomposition 

. of n into prime numbers, then cj>(n) = <p(p1a
1)<p(p2a2) ••• <p(pkak). 

. . . . . 

t - ,· 

Now it is easy to find <p(pa) in closed form if p .is prime:- among thy p~ 
• · · a. • '· ' ' · a-1 · ' ., .. · ' 
mtegers 1,2, .. . ,p , exactly p . of .them, namely. .o 

·. '• ' 1 
. . pl, p2, . .. ,ppa-

a:t:e not relatively. prlm~ ·to p, so eJ,Cactly pa -pa-l of them are. relat,vely 
prime top. This ~eans <p(pa) = pa- pa.:.t. We can also write <p(pa) 

. a( 1) ·. .. . ..· . . . ' 
=p 1--. 

p 
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/ 

Therefore, if n EN, n> and~~ ::::p1a 1p2a 2 • • _.pkak is the ·canonical deccim" 

. position of n int() prime numbers, then. 

-· ·-· 

Expandini the· last ex presion;_ we find . _ 
. ( n · ·n · . n-) ( n · n . · n ) 
cp(n)=-n- -· +-.+.···+-_- + --... +--+··~+-·-.-· +.-· .. ··+, 
, .· P1 Pz Pk · P1P2 P1P3 ·· . ·pk_Jpk. ' ·.·, 

(-Ok( .· .. n · - .~) . 
. · . P 1Pz· ~ .p k 

n 
Thus_ 'cp (n) is 'equal to a sum of terms of the form . + d , where d is a 

product of distinct ·prime divisors of n, and the sign is·+ or - according· as· 
the number of prime divisors·. !s even or odd .. Thus we .can write 

cp(1i) =-I ~<d> ~ -_ 
. din' . . 

where' !i (d) = 0 if d is .• divisible by .the square _pf' some prime. number, 
and, if d is ·not divisible by the squa~e of arry pr-ime number; ~(d),;, :l or 

:_I ac~ording as tlie number' ?f (distinct) prime , divisors of d js even or 

odd. This leads us to-the fun_ction named after A. E Mobius (1790-1868). 

52 . .11 Definition: Tile function ~: N ~, 1 ,. where 

~ (1 ) _= 1 , . . ' . . . . .. 
~(n) = (-_1)' if n is the product of r distinct prime numbers,· 

~(n)·= .0 otherwise, i.e;, ifn is divisible 6y the .sq!)arc ofa 

:prime nu·n'1ber, 
is called the MiJbius fwu.:tion. 

For ·exarnple, 

I -

~(I)'= I, 

~(6) =I, 

. ' 
~(2)=-l, ~(3)=-l,r ~(4) = 0, ·.~(5)::::-.]: 
~{7)=-1, ~(8) = 0', . ~(9) ~ 0, -~(10),= l. 
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.The two forinul;ls n =.I; rp(d) arid- rp(n) =·I, 11 (it)~ are, equival~nt. This 
. d~ - d~ 

is a -special case of a formula· known as Mobius iri.version formuia 'that · 

connects a. divisor· surri I, ad with -the qd: To establish this formula, we 
din 

need ·a lemma. 

52.12 Lemma: Let 11 be the Mobius function and n E N ."Then L, 11 (d) is 
din 

equal to 1 in -case n ,;, 1 dnd -to ~ in ·case _n ::::> 1. 

Proof: If n =· 1, then L,-11(d)::,. L, 11(d) = 11(1) = L 
din. · diJ-

\ 

.If n > ,1 and. n = p/11p2a2 •• ; pkat, is the canonical decomposition of n into 

prime numbers, then 

+ CII<PiP2) + 11(prp3) + ··~.+ ~~(pk-rPk)) 
+ C11<PrP2P3) + :'. · + ll(pk-2Pk-Jpk)) 

. +··· 
. + ll{plp2 •. . pk) 

t . 

. = 1.+ (;)<--i)r + (i)(-1)~ + (;)(-1)3 +.··· + (t}(-1)k 

·.::;: (1 -li = o. D. 

52.13 'Lemma (Mobius ·inversion- formula): Let K be a field and let 

f: N_ :__. K be any function. Define 'the function F : N .:_.. K by declaring 

· F(n) = Lf(d·). 
din 

for all n EN. Thi:m_ f(n)_= L 11(d2F(~) :== L II(~)F(d) 
. d~ . 4~ 

for all n E N. 
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Proof:- Let n E N. For any po-sitive divisor .d of n, we have 

F(~) = Lf(b), 
.. b~ 

-d 

11(d)F(~) =I. ll(d)f(b) 

b~ 
d 

2. 11(d)F(~) =I. I. ll(d)f<.b). 
din din n 

. . bt;j 

The last sum is' over all ordered pairs (d ,b) of positive diviso~s of n such 

that dbl_n. Hence it is also the sum ~ver all ordered pairs (b,d) of positive 
divisors of n such that bdi n and we get· 

, I. 11(d)FCJ) =I. "L ll(d)f(b) =Lf<b)(L, 11Cd)) =fCn) 
din bin n bin · n 

.· dlb dlb. 

smce L 11 (d) is ~qual to 

d~ 

when b, = n and to 0 when b is a proper 

b 

divisor of n (Lemma 52.12). 0 

52.14 Lemma: Le( K be a field and let f: N _; K• be any function. Define 

the function F: N -+ K~ by declaring 

F(n) = IJ f(d) . 
. din 

' · for.alln 'E N. Then f(n) = I1 F(~)~(dl = IJ F(d)~<nldl·. 
din ' din . -

for all n E N. 

Proof: Let n EN. We have F(fj)= IJ,f(b), 

bl!l. 
d 
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and so 

. . I. p(dl 

IT F(j)p(d) =IT IT f(b)ll(d) :=IT (f(b,) di(n,lb) ) = f(n.) 0 

din • , bin dP.- . bin 
b 

* 

* * 
'· We return to finite fields. We will prove that, for any prime immber p 

and ·naturiil ·.number n, there is a fin~te fielcL with pn elements and that 
any two finite fields with the same number of elements are isomorphic .. 
We begin by discussing the decomposition of xP" - x € IF [x] into irreduc- . 

' . ' ' ' ' '' p ' -
ible polynomials in the unique factorization domain IF [x]: It turns out 

' ' ' ' . p 

that all irreducible factors of .xP" - X are distinct, and an irreducible poly
nomial in IFP[x] divides xP"- x ifand only ifits degree.divides n. 

52.15 Theorem: Let p .~e a posltlve prime number ·and let Fix) be the 
product· of all. monic irrecfijcib/e pO:lynomials of degree· din IFP[x] (lf there 

is ·no monic irreducible polynomial. of degree din IFP[x], let Fii) be the 
constant polyno'mial 1 E: IFP[x]). Then . 

•,. . r 

·xP" -x =IT F}x) 
· · din 

· Proof: All roots- of xP" - x are shnple; because xP" ~ x is ~elatively prime 
. I , ·. . . 

. to its derivative -1. So xP" - x is not divisible. by the square of any 
polyn~rriial jn IF P [x]. In particular, xP: - xis not divfsibl~ by the square of 

. any of its irreducible factors . in IF [x} .. ·· . . . ·P . 

Suppose f(x) € IFP[x] is. ir monic irredudble polyno~~al in fp[x] and let a = 
degf(x). We construct the field IFP(a) by adjoining a root a of f(x) to IFP. 

Now f(x) is. the minimal. polynomial of a over IFP; so I_IFp<a):IFPI = deg f(x) = 
d and IF/a) is a-field ofpd eleq~ents.:·1'herefoie.<bl'4 = b ~or all b € FP(a) 
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(Lemma 52.4(3)). We are to prove that f(x)!xP"- x in.IF [x] if and only if 
' ' . ' p 

d[n in l. 
. . 

' - d ' d .· 
Assume din. As a E IF (a), we have -aP =a, so a is a root of xP - x E IF-P[x]. 

p ' 

B~t f(x) is the lllinimal polynomial of a· o~er IFP, hence f(x)!xPd- x in IFP[x]. 

From d! n, it follows that xPd- x !xP"- x (Lemma 52.'"7(3)), so f(x)!xP" _:- x. , 

. Assume now f(x)!xP"- x. Thenf(x)g(i) = xP"- x for some g(;~) E IF [x], and . . p 

f(a)g(a) = aP"- a = 0. So a is a root of xP" -·x. But ·then any element of 

IFP(~) is a root of xP"- x: if_b i !Fp<a), sa~ b =!0 + f 1a + f2a 2 + ... + fd_ 1ad-l. 

with fo~,t2 ; , .. Jd-l E IFP, then we 3et . · 

bP"· = u +!,a +ja2 + ··' +! ad-I)P" Vo I 2 · d-1 

=foP"+ traP"+ f[(a2)P"+ ... + <fct_I)P"(ad-I)P" 

-I' +J.a.+ja2 + ... +f. ad-l = b 
- Jo 1 2 · · d-1 . · 

.. 
Since the elements of IFP(a) coincide with the roots of xPd...: x (Lemma 

52.4(3)), we see that any root of xPd~- X is also a root·of xP"- x. Therefore 

xPd- x divides xP"- x and, by Lemma 52.7(3), d divides n.. · o 

52.16 ·Lemma: .Let p be a prilne number and iet Nd be the_' number of 

monic irreducible polynomials of degree d in IFP[x]. Let F/x) be the 
product of ~// the Nd monic irreducible polynomials of degree d in IFP[x] 

(with the ,understanding Fix)= I !n case Nd = 0; we prove presently that 

Nd > 0). For any'n ~-N, we have 

(I) 

(2) 

(3) 

(4) 

pn =I d,Nd; 
. 'din 

. fn(x) = II (xPd- x)ll(n/d); 
din 

J"" c·n) d N=-L..p-p; 
n n din d 

N > 0. n 

Proof: (I) This follows. from xP"- x =_ II F d(x) b.y ·equating the dc_grccs 
din 

of the polynomial~ on both sides. 
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(2) This follows from the same- equation by Lemma 52.14 (with ·,the 
function F: N-'+ IF /X) thatmaps nE N toF~(x)). 

-~ . I . 

(3) This follows from part (1) by Mobius inversion formula (Lemma. 
52.13). 

)· 

(4) Nn > 0 by,its definition~ Also, if Nn = 0, we get :2, ll(~)pd = 0 from 
din 

d n part (3} and, dividing both sides by the ,smallest p for which 11 (d),~ 0, 

s~y by pdn, we obtain an -~quatio~ -11 (;) = :2, 11 (~)pd-do, where the right 
0 d~ . . 

d;.ed
0 

hand side is and the left hand side is not divisible by ·p, a contradiction. 

Hence Nn ::> 0. 

52~17 Theorem: Let n E E N and let p be a prirn.e nitmber. Then there 

exists a fi11ite field with p" elements. 
' 

Pr~of: By .Lemma 52.16(4}, there is an irreducible polynomial f(x) of 

degree n in IF [x]. Let K. be the fiel~ obtained by adjoining a root of f(x) to 
p .· . ' 

IF,. Then IK:If) = n and K is a field with pn elements (The<;>rem 50:7). 0 

. 52.18. Theorem: Let· k be a· field and let G be a finite subgroup ofK". 

Then G is cyclic. In· partic.tilar, ifK :is a finite field, then K: is cyclic. 

Proof: Let n. = IGI. The· order of an.Y element: g in G is· a divisor of.n. 
Henc-e we have the· disjoint union · 

· G.::: }J~ {g'E G: o(g) = n}, 

from which we obtain . -. 

n = IGI = L 1p(d), 
· din 

where IP(d) is. the number. of elements in G of order d.· 
. ' 

We cl;,Qm that 1p(d) is eitner: 0 or cp(d)~ I( th~re· is, no. element in G of, order 
d, then of COJ,n'se IP(d) = 0: If there does exist an element g in G of order 
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-d, then all the d eleme~ts in -the. cyclic. group <g> gener~ted by g satisfy 

:g d = 1. Hence they. are roots. bf the p~IY,nomial xd ~ 1 € K[x] and this 

poly'nomial h~s therefore at le:tst d roots in K. On the ~Jther hand, it _can 

have at most d roots iin K;. thus it has exactly d roots in K, namely the _ 

elements •· in < g >. 'Thus· any· element in G that has· order d, which 

n~cissarily is a r~·ot of xd - I, i~ in th6 subgr~up <g~, and an ·~Iiment in . . - ~ , } 

<_g> is of otder d if -and only if_ that element is a .genera~or 'of <g>. Thus· 

the elements in G of order d _coincide with the generators of <g?. ·There 

are cp(d) gene~ators ~f·<,~>. so there are cp(d) elements in G of .order d_., i.e., 

. ~(d)~,;, cp(d); as claimed. 

,Since 1p(d) <;; cp(d) for any positive divisor'·ofli, wt bbtain·n =I, 1p(d) <;; 
- · din ' 

·r, cp.(d) = n ·,;nd thi~ gives 1p(d); cp(d) for :111 pos.itive divisors d of n. In 
din. 

( 

particular, 1p(n) = cp.(iz) > 0: there is an element a in G of order n. Thus G 
'. 

is the cycliC g~oup <a>. o 

-'52.19. Theorem: Let. K he ·a:field of pn elements and let be .a generator 

of the. cyClic gnjup K. Then 
(l)K=f(t). 
• p . ' . . . • 

· (2) The niinima[J~oly/l(j/llial. oft: ovpr f P has degree _n. 

(3) If [<1 is ·any j'i~ld. o[ p"- elements, ·then tlze minimal' polyTJomial over 

.. f P has a _root in K1• ' 

Proof: Since 0 E fP(t)_arid since any nonzero element of K, being. a. power 

of t, i~ in f pCt); we gel K ~ fp(t); thus K = f Ji(t). This proves (1 ). Tqen the 

degree of the minimal polynomial of t over f .. is.equal'to If (t):f I = IK:f I 
. p . • . .p p p . 

= 11. This .proves (2) .. Finally, since the degree of the .minimal polynomial 

oft over f is equal ton,' henc;e a divisor of n, this . .polynomial is a divisor· 
p . . .' - . ' ~ 

of xP" - x (Theorem 52.15) :\nd has n distinct mots in K 
1 

(Lemma 52.4(3) ); . 

in particular, there is a root of this polynomial in Ki. This P.'roves (3). o 
;, 

1
52.20 Thcrrcm: Any '·two finite fie.f~ls-' \~'ith the: same number . of ele

ments are i.wimorphic .. . 
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Proof: Let K and K 1 be 'fields bf pn elements: Then K" is a cycliC ·group 
(Theorem 52.18 ). Let t be a generator of K": Then K = IF (t) by Theorem 

.. . ' . . p 
52.19(1). Let f(x) E. IF [x] be the minimal polynomial of t over IF . Now f(x) 

. . . p • p 

ha~ a root chi K1 (Theorem 52.19(3)). Let IFP(c)!: K1 be the subfield of KJ. 
generated by c over.IFP. Then n = deg.f(x) = IIFpCc):IFPI .;;;; IKj:IFPI = n .yields 
IF/c)= K

1
• We then get . _ · · ·. 

. . K1 .= IFp(f-") ~ IFP(.x]/({(x)) ~ IFP(t) = K 
from Theorem 50.6. Hence Ki ~ K. · · o 

I 

In view of this theorem, we identify all finite fields of' the same number 

. of elements. Thus there is a unique field of q elem~nts (q =;= pn), and this 
field will be henceforward denoted' by ·IF . · . . q 

.. 
Exercises 

.. 
L Find finite subgroups of IC" and show directly that they are cyclic. 

· 2. Let£ and K be finite fields, with K!: E and IE:KI = 5. Let a E k. If there 
_·is no .b. E K such that b 2 =a, show that there is no • b E E s~ch that b 2 =a.· 

. ' 
3. LetE ~nd K" be finite fields, with K!: E and let IE:KI = n. Let a E K be 
such that there is no b E .K such that b 2 ='a~ Prove that, 'if n is odd, there 

is no b E. E such that b 2 ='a and that, if n is even, there is a b E E such 

. that b 2 =a. 

4. Find all monic irreducible polynomials in IF 2[x] of degree 2,3 <and, 4. 

Verify Lemma 52.16(3) .. 

5. Let p an9 q be distinct prime ·numbers. Find the number of monic 
irreducible polynomials ·in IF [.x"] of .degree q. 

p . ·. . 

n-1 
6. Let Kbe a field with pn elements. Let a E K and putf(x) = fi (~.,.aPt). 

. k=O . 
· . · · 2 . •·I· . .· 
Show that f(x) E IF [x]. Conclude that a +aP + aP + ·~·-· + aP .E IF ; This sum 

· . . . . l . p •·I .' . ·.· .· . . ' ' . · • p ' . 
a + aP + aP + · · · + aP )s called the trace of a over IFP and IS denoted by 
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T KIFP(a). Prove th.at T KIF (a+ li) = T Kl~ (a) + T KIF (b) and T Klf (ca) = 
p ' p .·p p 

cTKIFP(a) for all a,b E K and c~ E fpand show that there is an a E K with 

TKIF (a)~ 0. 
• P, ·-

7. Keep the notation of Ex.6. Prove that g(x) = xP- x- a E K[x] is either 
I . . 

irreducible in K[x] 0{:. is a product of p polynomials of deg~ee one. Prove 
- ' - f 

that the !atter alternative holds. if and only if T KIF (a) = 0. 
• 0 ' p .• 

g; Construct addition and multiplication tables' for the finite fields ,f4,f8,f
9 

and f 16• . . .·\ 

. 9. Find a generator of. the cyclic gro~p· Kx ~henK = f4,f5 ,f7 ,f8,~,f16,f27 : 

·w. prove that a. root of x2 + 7x + 2 E f 11 [x] is ;:t generator of f 1; 2 • 
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§53 
Splitt~ng Fields.· 

·Giveri a field K and ~ polynomial f(x) E. K[x]\K, is it possible to find an 
ext~nsion field E of K such that f(x) can 'be w_ritten as a product of poly

nomials' in •E[;j· of first degree? In. thi.s paragraph, we st~dy this problem: 
. ' I • 

This problem is related to another important quest!on· in the theory of 
field extensions: whether a field isomorphism 'can be extended to a fii:~ld 
isomorphi~m ·()f the extension field. More preci~ely, if ~1/K 1 and £

2
/K2 are·· 

field extensions ami if cp: Kt+'K2>iS a field 'isomorphism, can we find·a 
.·field isomorphism ~p; £

1
-+ £

2 
such 'that ~p 1 K = ~? The answer 'is ·negative h1 

. I general, hut in the important ~ase Of simple ,algeb~aic extensionS, it 

turns out to be positive. · 
' . 

Let us rec~ll· that, fot any field. ~somorphism ~: K 1 -+ K2, we hilVe a ring 
. ·. m . m , 

·isomorphism tP: K 1 ~:x]-+ K2[x] given by (L:a/)rP. =" 2:<~/p)xi (Lemma 
i=O i=O 

33.7, Theorem 33.8): 

53.1 Lemma: Let .E(.
1
/K

1 
cmd E

2
!K2 be field ·extensions and {et cp: K

1
-+ K2 

be a Jietd isomorphism. Assume _t;(x) E K 1[xl is an irreduc~ble polynomial 

·,. in K1lxl andl~tJi(x)'= ({
1
(x))·fi> E K

2
[x].be its image .. under rP- Lei u

1 
E £

1 
be 

a ro·ot of _t;.(x) and~~ £
2 

a root of,h(x) .. Let K1(u1) ~ £ 1 be )he subfield, of 
£1 genefated by. u

1 
and let. K2(u2)~~ £ 2 be ihe subfield of £

2 
gin.erate'd by . 

. u2 . Then cp exiends to an isomorphism of fields K1(u 1
) ~ Klu

2
) .. that maps 

u1· to liz; tiwt is, there is.a'field isomorphism ~p: K 1(u 1) -,K
2
(u

2
) such that 

u 1 ~p = u2 and ~piK·.,;_ cp.Moreover, there _is only qne isomorphism IP with 

these properties . 

. Proof: W~ make use of Theorem 50.6 and Theorem 30.18. Since u
1 

is ~ 
root of,J1(x) and j 1(x) is irredticible in K11.x;l, we S!!e that c0~!f"1 (x)is the· 

mi.nimal P?lynomlal of u
1 

over K 1, where c0 is. the leading coefficient of 

/ 1 (x) (Theorem 50.3; as f
1 
(x) is. !rreducible, it is not the zero polynomial·· 

or a. polynomial of degree zero)·. ·Now (c0~ 1/1 ) = ([1) a~d from Theorem 

50.6 'itnd its proof·( which depends on Theorem 30. I 7 ·and Theorem. 30. 1.8 ), r 
we know that 
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a:: Kl(ul)--: Kl[x]/({1) 

2::, aiuli __. 2::, ai(x + (ft))i 

is a field isomorphism. Likewise there is a field isomorphism 

Besides, we have an isomorphism of rings 

iP: K1 [x] __. K2[x]. 

Here ({1 ) .. is ~n ideal of K 1 [x], therefore I m $
1
(/

1
) = ({2 ) is an ideal 6f K 2[x] 

and K 1[x]/(f1) ~ K 2[x]/lm rPtif) = K. 2[x]/(f2) by Theorem 30.19(7). More 
. I 

specifically,· we have the isomorphism 

/.: Kl[x]/({1)--:-> K2[x]/(f2). 

g + (jl)--': gip + (/2)' 

Hence o:J-13-1: K1(u1) __. K2(u2) is 'a (ring, -~nd therefore also a) field iso

morphism. We write tp = o:/.(3-1. Then atp = (ao:)/.13-l = aJ-13-1 =[a+ (/1)]/.13-1 = 

[a + (/2)]13-1 = a p-I = a ·for any a E K 1 (we regard · K 1 . as' a. subfield of 

K1 [x]/({1) and K 2 as a. subfield of K 2[x]/(f2) as in ·Kronecker's theorem 

(Theorem 51.1)) and u1tp = ·(u1o:)J-13-1 = (x +(j1))A.I3-l = (x + ({2))13-1 = u2. Thus 

IP. is an ex~ension of cp such tha~ u1 IP = u2 . 

.. The· uniqueness_ of tp as· an extension of cp with ri11P = u2 ·follows from the 
fact that pow~rs _of u1· form ·a K;-basis of K1(u1) (Theorem 50.7). Indeed, 

if fl: K1(u 1) ..... K2(u2) is a field isomorphism such that u1 w~ u~ and fliK = cp, 

then fl m;~ps any element t =,2::, aiuli ofKi(u1), where.ai E Kl, to (fl = 
i .. ~ 

· L.. (a;u1i.)fl = 2:. a:;~t(Uifli = L Cl.f~'u2i = (L, aiu 1i)IP = ttp, anq so fl = tp. o · 
i i i . i 
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-53.2. Theorem: Let £1/K and £2/K bfi field extensions and let u1 E Ei 
· and l'-J. E .£2 be algebraic over K. Then the minJmal polynomial of u1 over 

,· K coincides with the minimal polynomial of 1'-J. if a~d only if ihere is an · 
isomorphism (necessarily unique) of fields \jl:K(u1)-+ K(u2) that maps u1 

- to l'-J. and whose restriction. to K i.~ Jhe identity mapping on K; 

Pr~of: If u1 and u
2 

have the same minimal polynomial over K, then we 

apply Theorem 53.1 with the identity mapping z: K-+ K in place of cp and 

· . cone) ude ·,that the identityisomorphism can be extended to a unique 

isomorphism \jl: K(u1) -+K(l'-J.) such that u1\jl = u2. 

Conversel_y, suppose that \jl:K(u1)-+ K(u2) is a field isomorphism such, that 
. . . m 

ul ~ = ll2 and a\jl ,;, a for all a E K. Let ((x) =:= I a ixi. be the minimal poly-
. ~o. 

, · m . m 

'nomial of u1 over.K. Then 0 =f(u1),;, Ia;u/·Hence 0 = 0\jl = (Iaiu
1
i)\jl 

. · . i=O • i=O 
,... '.. • •-J • 

m . m m m 

= L (aiu~i)\jl =I a i\jlu
1

i\jl =I a i(ul\jl)i;;, I a i.u 2i =f(u
2

). Thus ~12 is a.·. 
i=O · i'=O -. . i=O· · i=O · ' . . .. 

root _of f(i) •and f(x) E. K[x] . is /a monic irreduciqle polynomial, which 

.. means that f(x) is the minimal polynomial of u2 over K. o 

' 53.3 Remark:· Theorem 53.1 should not mislead the reader to believe 

· that any field isomorphism can be extended to larger fieids~ Consider, for 

example, the isomorphism cp: O(~'i) -+. 0(~2) given by a +b~2 ~ a- b~2 
. 4 .·. . . - . 

(a,h E·O). Now 0()[2) is an extension field of 0(~2). lf.cp: 0(~2)-- 0(~2) 
. . ·. . . . I 4 . 4 . ' 

could be extended to an isomorphisrp ljl: 0(12)-+ O(Vl), we would have 

~~ = (~2)rp ·= (~2)\jl :;,; ((~) 2)~ -~ ((~)qi) 2 , a con_tradiction, since. the 
• ~[;;; 4 . 

square of ('v2)\jl E_ 0(12) 9: IR has to be posi_tive. So cp cannot be extended· 

to an jsornorphism of. 0(~). 

The most important application of Thf'orern 53.1 is that any . two splitting 

fields of a. polynomial arc. isoinoq~hic. We riow discuss this matter:·. 
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53.4 Definition: Let ElK be a field extension and f(x) £ K[x]\K. If f(x) 
/ 

can be written as a pro~uct. of linear polynomials in E[x], i.e., if there are 
· · a

0
,a

1
,a

2
, ••• ,aminE such that f(x) = a

0
(x- a 1)(x- a2) ••• (x .-am), .then f(x) is 

said to. split in E. If f(x) splits in E but not in any proper subfield of E 

containing K, then E is called a: splitting field off(x) over K. 

53.5 Examples: (a) Consider x 2 + 1 € R [x]. Now :X2 + 1 = (x- ,i)(x + i) .in 
iC [X],. so x2 + 1 splits in I[;. It does not split in any proper subfield of![;' 
containing R . because IR: is the only proper subfield of IC containing · R 

and x 2 + 1 does riot split in IR [x]. So C is a splitting field of x 2 + 1 over ~ .. 

IC is not a splitting field of x2 + I over 0, because x2 + I splits in. the field 
O(i) cC. Now x 2 + I does not split in 0 which is ·.the only proper subfield 

of O{i) containing 0. Hence Q(i) is a splitting field of x2 ~ I over 0. 
c 

(b) oc.../2) is a splitting field.'ofx2 - 2 € O[x] over 0. 
. . . . . . 

(c) x3 - 2 € O(x] does not split in 0(~) because x3 --'2 
3 . 3 3 • 3 . . 

= (x-; ;fi)(x2 + ;fix-+ (T2)2) in o6/2)[x] ~nd the second factor is' irreduc-
. 3 . . 3 '. -3 . 3 

ible in 0(T2)[x]. On the other hand, x3 ~ 2= (x- ;fi)(x- wT2)(x- (IJ 2 T2) 
3 ' . . .· 3 . . . . . 3 . . ·. : 

in O(.J2,w)[x], so x3 - 2 splits in O(T2,w)[x]. In fact o(fi,w) is a splitting 

field of x3 - .2 over 0. Notice that O(~.w)= i[p(~.·(IJ~. w2 ~) is the .field 

generated by the roots of x 3 - 2 over 0 . 
. • . 

(d) Let ElK be a field extension. and f(x) € K[x] a polynomial of positive 

degree -:n. Assume that E contains n roots a1 ,az, ... ,a~ of f(x) (counted with 
multiplicity). Then· H = K(a1 ,a2 , ••• ,ari) is a splitting field of f(x) over K; ~ 

Indeed, with the l~ading coefficient a0 € K, we have the factorization f(x) 

= a
0
(x- a

1
)(x- a2) •.• (x -an)·inH[x] since ea<;h factor x- ak belongs to H[x]. 

Hence f(x) splits in .H [x]. On ~he other hand, if L is any intermediate field 

of ElK in which f(x) splits,' t11en ·x- ak·is in L[x] and so ak is in L for all k, 

thus {al'a
2
,:.: .,an} !::. L and H = K(al'az, .. :,an)!:: L~ Hence f(x) does not split · 

in any proper subfield of H containing K. Therefore, H is a splitting field 

of f(x) over K. This argument· shows in fact that K(a 1,a2 , ••• ,an) is the 
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unique intermediate field of ElK which is a splitting field .of f(x) over K . 

. In particular; E .is a splitting field~ of f(x) if and only ifE = K(al'a2, ••• ,a). 

(e) Let ElK be a field extension, L an intermediate field .of this extension 

and J(x) E K(x]\K. Assume ·that E is a spliting field off(~) overK. Then E 

is a spliting field off(x) river L, ioo, sincej(x) splits in E but not in any 
proper subfield of E coniaining K so. that a!l the more so f(x) does not 
split in any proper ~ubfield of E containing L.· . . 

(f) Let p be 1prime. Any greatest ~ommon 'diviso~ of xP" - X with its' 
.derivative pnxp"-1 -.I=-1 is a ~nit in i}xl. Hence xP",.,..x E IFP[x]-lias no 

multiple roots (Theorem 35.1 8(2)). Thus an extension field of IF in which 
. . . . . . p . . . 

xP"- x. splits .must have at least the pn distinct roots of f(x). We know that 
xP~- x splits in the field IFP. with. pn elem~nts (Lemma· 52.4(3)). Thus IFp• · 

is.~ spli~ting field pf xP~- x over IF p· · ' 

(g) L'et ElK be a field extension and f(x) E K(x]\K. Let a 1 E E be a ·root of 

f(x) and let L = ~(a1 ) be the subfield of E generated ~y a 1 over_ K, so that 

f(x) = (x- a 1 )g(x) .for some g(x) E L[x] .. We claim that, if (g(x) h.as positive 

degree . and) E is a splitting field of g(x) over L, then E is also a 'splitting 
field. of f(x): o~er· K. ·Indeed, if E is a splitting. field of g(x) over L, ·then 

g(x) = c(x- a2): • . (x- an) where c E K and a2, .•• ;an E E. We know that E = 

L(a2, ... ,an) from EJmmple 53.5(d). Then f(x) = c(x -o a 1 )(x - a2) ... (x :- an) in 
· Elxl andf(x) splits ·i~ E(x]. 'On the other hand, ifE' is any intermediate 

field of ElK andf(x) split,s in E~,then c(x·- a 1)(x- a2) ... (x- an) in E'[x], so 

. a1 E E', so'L =K(a1)!: E' and a2, ••• ,an E E', so L(a2, ••• ,an}b E' and E ~:E'. 

Thusj(x) cannot _split in any proper subfield of E containing K and E is a ·. 

splitting field of f(x) over. K_. 

. . . 3 . . . :' 

(h) We saw in. Example 53.5(c) that ![p({i,w) is a splitting field of x 3 - 2 . . . . '· ~ . 
. 3 ' . 

over 0. Likewise, {p(~)[y)l(y2 + y ,+ 1) and {p(w)[y)l(y3 -· 2) are splitting 
fields of x 3 - 2 over ![p (here "y is ari indeterminate over . ![p ). In these 
fieldS: x3 - 2 splits as . · 

[x- (:.n + (y2 + y + I))] [(x- (V2y + (y2 + y +I))] [x:'- (~y?- + (y2 + y + 1))] 

and [x- (y. ~ (>·3 - 2))] [x- (wy + .(y3 - 2))] [x- (wiy ~ (y]- 2))J, . 
res pee t i vc I y. 

\, 
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A 'natural question is whether any polynomial has a splitting field. We 
I . - \ . , , 

show now this is indeed the case. The following theorem is due to 

Kronecker: 

53.6 Theorem: Let f(x) be an arbitrary . polynomial of positive degree 

over an arbitrary field K. Then there is ~n extension field E of K such 

that IE:KI .;;;;; (deg f(x))! and E is. a splittingfield of f(x) over K. 1 

Pr~of: We ·~ake induction on n = deg f(x). If n = 1, then f(x) = c(x - a) for . 
some c,a 'e: K and so K is a splitting field of f(x) ovei: K and we have IE:KI = 

' - ~ \ . 
J .;;;;;. 1!. So the claim is established when n = 1. 

" .· , I- . 

Suppose now cf.eg 'f(x) = n ;;;a. 2 and the theorem is true for al!y poly-
. nomial .over ariy field if its degree is n - L . We construct· an extension 
field L of K in which f(x) has. a root a and IL:KI .;;;;; n (Theorem 51.5; 
possibly L = K). Then, hy theo~em 35.6, f(x) = (x- a)g(x) for some g(x) in 
L[x]. Now deg g(x) = n- 1 and, by' induction, there is an extension field E 
of L such that E is a splitting field ~f g(x) over L and IE:LI .;;;;; (n - 1)!.: From 

Example. 53.5(g}: we conclude· ~hat 1£ ~s a splitting field off(x) over K. 

Moreover, IE:KI = IE:LIIL:KI .;;;;; (n- 1)!1L:KI .;;;;; (n- 1)!n = itL' o 

I 

We see . that Theorem 53.6 is. iwthing but repeated application of 
Kronecker's theorem (Theorem 51.5). We use· Theorem 51.5 succesively 
until we find a field which contains all the roots of f(x). In the proof of 
Theorem . 53.6, the successive adJunction of roots is replaced. by an 
inductive argument. 

. We now turn to the question· of uniqueness. Example 53.5(h) reveals· 
that there can ·be many distiri~t splitting fields of a: polynomi~l.. However, . 
as has already been remarked, all splitting fields of a polynomial· are 
isomorphic. We prove a sligi}tly. more general theorem. 

53.7 Theorem: Let E1/K 1 and E2/K2 be field. extehsil!ns and lei rp: K1 --. K2 
be· a field ·isomorphism: Let Ji<x) e: K 1[x] be a polynomial in K1[x]\K1 and 

.. let .h(x) = (ft (i))$. e:~ ~2[x]\K2 be its injage unde_r $. If E1 is a splitting fiild 
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.off;(_"() ovet: K
1 

and -£
2 

'is a spl;'tting Jield of.f~(:r) ovl!r· K;, tlz'en rp · extends· 

to a-ficM isonwrphisin <!>:£
1 

_, £2 and :io Ei =: £2• 

Proof: £ 1 is generated ov~r K 1 by' the roots- ~fJ;(_~). Since each. r~ot of· 

. f
1 
(x) ,is algebraic over k 

1 
and . there . are · fii1itely many- roots,. Theorem 

50.12 yields thati£~:K1 i _is finite. We make induction on 1£1:K1
i ... 

•' 
Jfi£J:K11 =I, tlien£

1 
;Kj .a~df1 (x)splits i? K 1• Thenf2(x) splits inK2 and· 

. 'S. = £2._ Thus £ 1. = K1 .;r. K2 = £ 2 ·is. the desired isomorphisnL 

Suppose no~v IE
1
:K

1
i_;;;;, 2 and suppose that any'field isomorphism,can be 

extended to an isomorphism of splitting fields of--corresponding poly
nomials wlH!nev.er. the degre'c. of. a ~plitti~g field is less· than· or. equal to 

n- I. Sir;ce i£1:K1
i ;;;;, .2 and E is generated over K 1 bY, the. rqots .of JjC.t)~ 

there rn~:~st be a root of J;~(x) in £ 1 wh!ch ~oes not belong to Kj, Let u1 •. be 

a root off/:r) in £ 1\K 1
.,Assurne g 1(x) € K1 1-~l is the niinimal ·polynomial of 

11 1 ·over K 1 and let 11
2 

be a ro_ot of (g 1(x))rj> = g2_(x) E K
2
1x]in £

2
: From 

Lemina 53.1, we know 'tl;at rp can 'be extended .to an isomorphism 

. 1p: K1 (u/~ KzCit
2

). ~owu·, E £
1
\K

1
, so !K1(1i1):K1I >·I and l,£

1
:f</u1)J <'n 

·(Theorem ~8.13). As E 1• is a splitting fieiJ. of / 1(x) over((
1
(u

1
) and £

2 
is a 

splitting field- of ./2(x) 'over K z<u2) (E~:.unple ·-53~~( e)),. ·we conclude, by 

induction, that lji. can. be ·extended to an isomorphism.~: £
1

--+ £
2

• This <1> is 

"the desired extension ·o(rp. o· 

53.X Thcorcn~: Let K he a .field and lei }(x) be any polyno~lilll 'of. 

positi\'e degr~e .in Klxl. 7'1H;n any two splitting_ fields of f(x) over K are 

isonw_rphic. In' fact,· tlie splitting fields (Jf f(x) ·eire isomorphi~· 'by an 

i.\'OJnrirphi.\~,,"i jixiizg .each element of K. · 

_Pro.of: Let 1~· 1 arid i~· 2 be splitting fields of f(x) ovc"r K and apply Theorem 

53.7 wiih ~ 1 ;, K. = K2 and rp = r = identity" ~lapping or.1· K. D·: 

In the rL'In:tindl'r of· this -paragraph; we· discuss ·algebr:'tically, closed 

fiL'Id< 
' ~. ' 

<' 

'· () 5 (J 
! • 

'' 



53.9 Definition: A· field, K is said to be algebraically closed if K ·has .no 

. proper algebraic extension· field, i.e., if any algebraic extension E of K 

coincides with· K. 

53.10 Theorem: Let K be a field. The following statements are equi-
. valent. 

(i)- K is algebraically closed. 

(ii) Any irreducible polynomial in. K[x] has degree one. 

(iii) Every polynomial of positive deg~~e in K[x] has a root in K. 

(iv) Every polynomial ofpositive ~egree in K[x] splits in K. 

Proof: (i) => (ii) Assu~e that K is algebraically closed. If there. were an. 

irreducible polynomial f(x) in K[x] with deg J(x) > 1, then E ~ K.[x]i(J) 

would be an. algebraic extension of ~K with K ·c E, contrary to the 

assumption that K has .no prope~ algebraic extension. Thus. every 

irreducible polynomial in K [x] has' degree one. 

(ii) => (i) Suppose that any irreducible polynomial in K'rx] has degree on~. 
We want to show that, K. has no pr~per algebraic·, extensi~n. If E w~re a 

proper algebraic extensi~n of K, then there w~uld be an a E E\K, Now a 
is algebraic over K and K c K(a) since a e K (Lemma 49:6(1)). Thi~ leads-

. to the contradiction-

· 1 <: IK(a):Kl = degree of.the minimal polynomial of a over K 

=degree of an irreducible polynomial in K [x] = 1. 

Thus K is algebraically closed. 

(ii) => (iii) Suppo'sb that any irreducible polynomial in I)[x] has· degree 

one. Let f(x) be any polynomial of positive degree in K[x]. We show that 

f(x) i1as a root in K. In?ecd, any irreduCible divisor ofj(x) has the form 

c(x- a) with c,r E K and thus has a roota inK, sof(x) too,.has a root in a 
inK. 

(iii)=> (iv) Assume that any polynomial of pos1t1ve degree in K[x] has a 
< ' ' • • ' 

root. in K and let j 1 (x) E: K[x]\K. Then fi (x) has a root a 1 inK and !1 (x) = 

(x- a1)J2(x) for ,some f 2(x) E K[x]. If J2 (x) has positive degr~e, then fz(x) 

. has a root a2 inK and J2(x) = (x- a 2)J3(x) ·for some J3(x) E: K[x]; sof1(x) = 
(x- a1)(x- a2)j3(x) . .Ifj3(x) has positive degree, then j

3
(x) has a root aj in 

K and.f3(x) = (x.:- a3)J4 (x) f?r some f;Cx) E K[x]; s~~(x) 
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= (x - a1)(;r - a2)(x - (i
3
)f4 (x). Proceeding· in th :s way, we will meet an f,,(x). 

of .degree zero and f/r) = (x - a1 )(X"- a2)(x - .:i1) ... (x - a)fn splits -in K. 

( iy) = (ii) Suppose every polynomial oi· P?Sitive degree in K[xl splits in K 

and li.:t j(x J be an irreducible. p'olynomial· iri -K [.\ ]. Then, by assumption, 
• - ' • I • 

f(x J is a product of deg j(x) polynomials of degree one. Since f(x) is 

irreducible, .the number deg j(x) of factors must- be one: deg f(x) =:I. So 

. any irreducible polynomial in K[xj has degree one. o 

An ,example of :In algebraic.ally closed: i·ield is ·C. This is a consequence 'of 

the result krfown as the fundamental theorem of algebra, which says . . . 

that any polynomial with complex. coefficients has a root in C. ,,The name 
- . \ 

'fundamental theorem of algebra'. is grotesque, for. ~his is n·eithcr a 

fundamental theorem -nor a theo_rc_m of algebra! Any proof of this result 

. is bound to us:: some results from analysis. · 

53.11 Lemma: Let ElK he a field extension and assume that E is 

algehraically closed. Let A he the algebraic clostire of K in E (Definition 

50.15 ). Then ;\ is an algebraically· clo.\·ed field. 
. ' ' \ - ' .· 

Proof: It suffices to. prove that any polynomial in A [xj\A has a root· in A. 

Let /(x J be a polynorpi:il of _positive degree in A [x ]. Then f(x) is a .poly

nomial of p·ositive · degree in £[.() and therefore has a root b in E 

(Theorem 53.10)._ yhen A(b) is an algebraic extension of A and A is an 

algebraic extension of K, so A(b) is arr algebraic extension of K (Theorem 

· 50.16). C(mscqucntly hE: A(h) is algebraic over K and hence bE: A by the 

definition· of ;\. .0 

53.12 Definition: Let /:'/K.he·a field extension. If E is ail algebraic 

cxten\ion of K and /:· is algebraically closed, then F. ·is called an algeb;aic 
dosure of' K. 

DoL'' every ·field K have an algebraic closure? The answer is 'yes' and its 

proof require·, Zorn's Lernn1a. There is iro algebraic difficulty in the 



proof, but. there arc certain sct-tht;oretical subtelties and we· \viii not 

give th.e proof in this book. It is also true that an algebraic closure of a 

field i< is "unique in the scmc that any two algebraic closures of a field K 

are isomorphic by. :tn isomor.phism that fixes each element of K. 

Exercises 

1. Construct a splitting field over (J} of . 

(a) x 2 - 3; 

(b) x 2 - 5; 

(c) x 2 - p, where p E ~~ is'a prime number; 

(d)x5 -'-l; 

(e) xP- 1,_ where p E f'; is a prime· number; 

(f) x4 - 5x2 + 6; 

. · (g) x 6 - 10x4 + :5Ix2 - 30; 
(h) x5 + 3x4 + x3 - 8x2 

- 6x + 4; 

(i) x4 - .X2 + I. 

2. Let K be a field and let j(x) E K[x] be of degree n > 0. If E is a ·splitting 

field ofj(x)over K, show that!E:KI divides n!. 

3. What is the difference between an algebraic. closure of a field K and 

the algebraiC closure o( K in <lll extension field? 

4. Prove .that a finite field cannot be algebraic_ally closed. 

653 



.§54 
Galois Theory 

This paragraph gives an expositiOn of Galois· theory. Given any field 

extcrision ElK, we associate intermediate fields- of ElK with subgroups of 

a group, called the Galois group of the. extension. Mimy questions about 

- the i~ltermediate (ield structure ·of the extension cim be thus reduced to · 

·related questions about the subg~oup ~tructure of the Galois groJp. Our 

exposition closely follows the_ treatmentl of, 1-. Kaplansky. 

If _E I K is a field extensi~n, then E is -a field and also ·a K -vector spac~. It 

will be very fr)litful to study both· the ·field and 'the vector space 

structure of E at the same_· time: F.or this reason, we consider mappings 

which preserve both of these structures. 

Let E be. a field. Let us ie~all .that a field· automorphism rp bf E is• a_ onc

to-oiJc ring homomorphism from E .onto E. Equivalent(y, a field. 

automorphism of E; is an automorphism 'of. the additive group (E ,+) which 

is also • a· ring isomorphism of' E. Clearly the identity mapping on E is a 

field _autoniorphism of E, so the set of au- field automorphisms of E is ·not 

empty. Resides, if ,cp and•lj) are any two field automorphisms of E, then cpip 

. and 'P- 1 arc automorphisms. of the additive group. (E ,+) which are ring 

isomorphi-sms from E onto E as well (L_emma 3(U6); thus (j)lj) and (j)-l arc 

field automorphisms of E. Therefore the set of all field automorphisms of · 

E is a subgroup of the .group of all. autorr10rphisms ·of the additi~c group 

([:',+). The group of all field automorphisms of E. will be denoted_ by 

, A utW )., Thus we usc the same notation for the group of additive group 

automorphisms of E and the group of fictd· 'automorphisms of E. This is 

not likely .to cause confusion. A~yhow; Aul(E) will play a minor role in 

the sequeL 
( 

. ( 

Aut(/:') is the collection of mappings from E onto E that preserve the Cicld 

structure of. f:'. From these field autonw_rphi.sms, we ·select the mappings 

that preserve the vector space stru·cture of E .. We introduce some · 

terminology. 



54.1 Definition: Let ElK ar\d FIK .be field extensions. A. mapping rp: E ..... F 

is "called a K-homomorphism' if rp is both a field homomorphism and a 
·. . , . 

K-vector space ~omomorphism. A K -homomorphism rp: E ...... F is called a 

· K -isomorphism if rp is one.- to-one and onto F. A K -isomorphism from E 

onto E is called a K-automorphism of E. The .set oCall K -automorphisms 
of£ will be denoted by Aut).£ or by G(EIK). 

If rp: E ..... F is a K -homomorphism, then (1 E)rp = 1 F (see the remarks follow
ing .Definition. 48.9) since rp is a field homomorphism and, for any k E K, · 

there holds krp = (kl E)rp = k( I E)rp =kiF= k since .rt> is. a K -linear transforma

tion. Thus krp = k for· all k E K. C~nversely, if rp: £ ..... F is a K-homomorph~ 
ism ~uch that krf, = k for all k E K, then (ke)rp = krp ·erp = k(erp) for all k E K 

and e E E, and thus rp is a K -liriear transformation, too. Therefore a field· 
homomorphism rp: E ..... F is a K -homomorphism if and only if cp fixes 

every element of K., / 

54.2 Lemma: Let ElK be ,a field extension and let Au'tKE be the set of all 

K-autoinorphisms of E over K. Then AutKE is a group. 

t 

Proof: We have 1£ E Aut KE G Aut(£) and Aut(£) is a group. Since the 
composition. two vector space isomorphisms and also the inverse of a 

vector space isom.orphism ,are vector space isomorphisms (Theorem 
_ 41.10), AutKE is closed under compositi?n and forming of inverses. Thus 

AutKE is a subgroup of Ailt(E). o 

54.3 Definition: Let ElK. be a field extension. The g~oup Aut KE = G (ElK) 

is called the Galois group of E over K. 

54.4 Example,s: (a) Let E be any field and let P be the .. prinie subfield 
of E. Any field a\)tomorphism cp of E fixes 1 E E. This implies that cp fixes· 
each. element in P. The~efore any fieid ·a~tomorphism of Eisa ?-auto
morphism of E a~d Aia(E) = Autp(E). 
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' 
(b) The familiar complex conjugation mapping (a + bi-- a - bi, 'where 
a ,b E IR) is an IR' -automorphism of C. ,-

. (c) The ~apping cp: 0("./2) --·0("./2) that ·maps a + b-../2 to a- b-../2 (where 

a,b E 0) is a 0-automorphism· of IJJ!(-../2). . 

·(d) Le(K be a field and x .an indeterminate over K. Then K(i) is an 
' ' -

extension field of K, If a E Kx, then ax is transcendental over K and, by 
. . . . 

·_.Theorem 49.10, the. mapping cr a: K(x)-- K(~) given hy f(x)/g(x)--:: 

-f(ax)/g(ax) is a field automorphism of K(x). It is '?asy to see that cr a is in 

fact a K-autcimorphism Of_ K(x). Likewise, _for any b ~ K, the mapping -rb: 

K(x)-- K(x) given byf(x)/g(x)-- f(x + b)/g(x,+. b) is a K-autoll)orphism of 

K(x). As xcr a'b = (ax)-rb = a(x +b) ;z! ax+ b = (x + b)cr a~ XTb.Cf a unless a ;z! I or 

b 7! 0, we see that AutKK(x) is :a nonabelian group. 
: . ·' 

We find AutKK(x). In the following, y and z ard two additional distinct' 
. . . ' ·' ' 

· indeterminates over K. 
/, 

Let u be an arbitrary element in K (x)\K, say u = p(x)/q(x), where p(x) 

and q(x) a~e relatively prime. polynomials in K[i] and q(x) ;z! 0. We claim 

that u is transcendental over K and K(x) is finite dimensional (hence-· 

algebraic), ove~ K(u). - · 

We prove the 

. illgebr.aic over 
first. claim, viz. that u i~ transcendental over K. If u were 

K, 'then u would have a minimal polynomial 

ll(y)-= / + c.k-lyk-l + · · · + c1y + CQ E K[y] 

over K. Then, from H(u) = 0, we would get 
. (p(x)iq(x))k +·ck-l (p(x)/q(i))k-l + .:. +·c~(~(x)/q(x)) + c0 = 0, 

. . p(xl + ck_ 1p(x)k-lq(x) + · ·· + c1p(i)q(x)k-l + c0q(x/ = 0, 

q(x)ip(xl in K[x] and (p(x),q(x))"" 1, 

· q(x) is a unit' in K[x],. so q(x) E .K, 

u = p(x)/q(x) E K[x], 
1/(u) = uk + ~-k_ 1 uk-l + ... + c

1
u + c

0 
is a polynomial of degree k(deg p(x)), 

conirary to. 1/(u) -~ ,0. Thus ti is transcendental over K. 
\ 

.Secondly, we prove t,-.at IK(x):K(u)l is finite. Now u = p(x)/q(x). Let us put 
( ) -' ·,; n-1 , . ' ( )·- b m b m-1 b. ·l 

{J x -anx- +an_ 1x- -r"·.+a1x+aO'q X- mx +m-Ix· +···.+ 1x+ 10, 

· with a 7! 0 ·;z! IJ . We note that x is a root of the polynomial 
n ~· m . . . 

l·:(y) = (b~u)ym :+- (bm-l''l)ym-l + ··· + (b1u)y + b0 
...: a yn - a yn-l - · · · - a y - a 

n n-1 I . () 
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' ' 

in K(u)[y]. Thus x is algebraic over K(u). We see moreover that deg. F(y) = 
'max (m,n) =max (deg p(x),deg q(x)), because b u - a ·~ 0 as u e 'K. We 

m n 
' \ . 

will show that F(y) is irreducible over K(u). ·_This will imply ·eF(y) is the 
minimal polynomial of x over K(u), where 1/c. is th~ leading coefficient of 
F(y), and so IK(x):K(u)i := d~g eF(y) = deg F(y) =max (deg p(x),deg q(x)). · 

Now the· irreducibility of F(y) over K(u). Since u is transcendental over K, 

·the substitution homomofphism z - u is in fact a field isomorphism 
from K(z) onto K(u) ~ K(x) (Theorem 49.10).· ·so' K(lf) ~ K(z) and Theorem 
33.8 gives. K(u)[y] ~ K(z)[y]. Then F(y) E: K(u)[y] -is irreducible in K(u)[y] if 
and only if its image' F(z) E: K(z)[yJ is irreducible in K(z)[y]. F~o~ 
Theorem·· 34.5(3) and Lemma 34.11, we conclude F(z) is irreducible in 
K(z)[y] if and only if F(z) = q(y)z- p(y) is irreducible iri K[z][y] = K[y][z]. 
But F(z) =•q(y)i- p(y) is certainly irredueible"in K[.y][z] since q(y)z- p(y) 

is of degree one in K[y][z] and its coefficients·q(y), -p(y) are relatively 
' ....... . , . . 

prime_ in K[y] (for p(x) and q(x) are relati~ely prime in K[x]). 

Th~s we get iK(x):K(u)i =max (~eg p(x),deg .q(~)) for any u = p(x)!q(x) in 
K(x)\K, where p(x) and q(x) are r~latively prime. polynomials in K[x] and 
q(x) ~ 0. · 

,Now let rp E: AutKK(x) and xrp = u. Write u = p(x)/q(x) as above. Since 

. K(u) = K(xrp) = {j(xrp)/g(xqi):f,g € K[x], g ~ 0} 

= {j(x)rp/g(x)rp: f,g 'E: K[x], g ~ 0} 
· =J(f(x)/g(x))rp:f,g € K[x], g ~ 0} 

= (k(x))rp = K(x) ~ K, 

·we ·have u·E. K(x)\K and 

. i = IK(x):K(x)l = IK(x):K(li)l =:=max (deg p(x),deg q(x)) ·· < ·, 
yields p(x) =ax+ b, q(x) =ex+ d for some a,b,e,d E: K. Here ad- be~- 0 for : .. " 

. ad--be ; 0 implies the contradiction u = p(x)/q(x) =(ax+ b)/(cx +d) E: K. 

Thus every . automorphism .in Au tKK (x) is a substitution homomorphism 

that sends x to. (ax + b)/(ex +d) for some a,b,e,d E: K satisfying ad- be~· 

. 0. Conversely, -if rp is a substitution homomorphism of th"is type, with xrp = 

(ax+ b)!(ex +d), a,b,e,d E: K, ad- be~ 0, then (ax+ b)/(ex +d)=: u is not 
in K, so. u is transcendental over K and rp is a field homo~orphism from 

· K (.X) onto K ( u). Since, ad - be ~- 0, both Of a .. and e cannot be 0, so 

IK(x):K(u)l = m(JX (deg ax+ b,deg ex+ d) = 1 and K(u) = K(x). Hence rp is a 
field homomorphism from K(x) onto K(x). As rp fixes all elements in K, we 

, infer that rp. is in A u tKK (x ). Therefore Au tKK (x) consists exactly of the 
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'substitution homomorphisms x---+ (ax+ b')/(c): +d), where a,b,c,d E K and 
- I 

ad-: be~ 0. 

The next lemma is a genenilization of the familiar fact that the complex 

conjugate of any root of, a polynomial with.real coefficients is also a root 

-of the same polynomial. In the terminology of §26, if E I K ··is a field 
extension,AutKE acts on the set ·of _distinct roots-of a polynomial f(x) 

over K, 

54 .• 5 Lemma: Let ElK be a field extension and f(x) E K[x]. If u E E is_ a· 
root off(x), then,for (my <p E AutKE, the element urp of E is also a root of 

f(x). 

m m 
Proof: If f(x) = I a .xi, then f( u) = 0 implies 0 = Orp = (/(u))rp = (La .ui)"P 

·. i=O 
1 

. .· . . i=O 
1 

m m 

=I, (a;rp)(uirp) = L a;(urp)i =f(urp). Thus urp is a root of f(x). ,o 
i=O i"=O 

Let ElK be a finite /dimensional extension and assume th<lt {a
1 
,a

2
, .... ,am) 

. is a K -basis of E. Then any. K -auto,morphism of E is . completely 

determined by its effect on the . basi~· elements, for if rp and 1p are K
automorphisms of E and aicp = ai"' for i = I ,2, ... ,1Jt, then, for any a E E, 

m m m 
which we write in the form v k .a., we have arp ,;, (""' k .a.)rp = 'V k .rpa.rp 

'L.Jzz ' L.Jll L..Jzz 
~0 ~0 ~0 

.m m m · m 

:::::""' k .(a.rp) = ""'k .(a.1p) = ""'k .1pa.1p = ("' k,:a,.)IP = a1p. For this reason, L 11 L 11 .L..- 11 L 
. i=O • i=O i=O i=O· 

we will describe the K -au}omorphisms of E by describing the images of 

the basis elements. Thus the conjugation mapping will be denoted by 

i-- ~i. the mapping of Example 54.4(c) by --J2-- _---,Jl, etc. 

In particular, if ElK is a· simple extension and a· is a· primitive element, 
then (I ,a,a2, : .. _,an-!) is a K -basis of E = K(a), where n is the degree of the 

? • \' ' ' • 

m.inimal polynomial of a over K ·(Theorem 50.7). Let rp E AutKE. Since a;re· 

= (arpl for any i = 0,1,2, .. : ,n- I, ·the mapping rp is completely determined 
,.· 
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by its effect on a. Now a(p is a root in K(a) of the _rrtinimal polynomi<il of a 

over K. Thus IAutKEI < r, where r is the number of distinct roots in K(a) 

of the minimal polynomial of a over K. We proved- the following 
lemma. 

54~6 Lemma: Let K be a field. If a is algebraic over K with the minimal 

polynomial f over K, and if r is the number of distinct roots off in K(a) 
then iAutKK(a)l < r < deg f;, iK(a):Ki. · o 

54.7 Examples: .(aY Let ~2 be the p·ositive real cube root of 2. Thus 

~(~2.) k IR. We find Aut0~(~2). If cp E Aut0~(~2), then ~2cp E IR is a root 

of the minimal polynomial .'\:3''_ 2 of ~2 over -~. Since the roots of x3 - 2 

other . thim ~2 are complex, ,~2cp, must be ~2: . Thus cp must be the identity 

mapping on ~(~2) and Aut0~(~2) = 1. 1 -

(b) IC =-IR (i} and the minimal polynomial of i over IR is x 2 + 1, v:hich -has 
two ·roots in IC . Thus I Au~ IC I < 2. Since the identity ·mapp-ing and 
conjugation mapping. are 1R -automorphisms of IC; lA u~ IC I = 2 and we get 

AutiRIC = c2. Likewise Aut0~<"'-'2) = C2. 

(c) We find Aut0~<"'-'2;{3), We have ~<"'-'2.-fi) = ~<"'-'2)(-fi). Here {1,"'-'2} is 

a ~~basis. of ~c"'-'2} and {1,"'-'3} is a ~c"'-'2)-basis of ·~C"'J2)(-f3) (because 

x 2 - 3 is irred~cible over ~c"'-'2)), hence, by Theorem 48.13, {l,"'-'2.-f3,{6} 

is a ~-basis of ~<"'-'2.-fi). Now any cp E Aztt0~<"'-'2.-fi) maps "'-'2 to "'-'2 or to 

-fi and "'-'3 to "'-'3 .or to-"'-'3 an~ there are four p~ssibilities for cp: 

(a+ b"'-'l ~ c-{3 + d{6)cp 1 =a+ b-{2 + c-fi + d../6 

(a + b"'-'l + c-fi + d{6)cp2 = a + b"'-'l- c-fi- d"'-'6 

(a+ b"'-'l + c-fi + d{6)cp 3 =a - b"'-'2 + c-f3- d"'-'6. 
(a+ b:.ri + c-fi+ df6)cp 4 =a - b"'-'2- c-fi + d{6 

' ' 
_ (a,b,c,d E ~). It is easy to see that cpl'cp

2
,cp

3
,cp

4 
are indee9 ~~automorph-

isms of ~<"'-'2.-fi) so that Aut0~<"'-'~.-f3) = {cpl'cp 2 ~cp 3 ,cp 4 }._Here cp 1 is the 
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identity mappi,ng on QJ>{'\/2,-fi) and If!?= lf! 1, ~Pi:Pj = lf!k when {iJ,k} = {2,3,4). 

Thus Au~r/J(-../2,-fJ) =: C2 x C2 =: V4 . 

. We ·now proceed 'to establish the co'rrespo;1dence between intermediate . 
field.s of an extension .ElK and subgn;mps of A IltKE. 

54.8, Lemma: Let ElK he a field extension and pia G =Aut~. 

(1) If L .is an intem~ediate jleld of ElK, then 
L' = {If! E G: [If! = l for all l E L) 

is a subgroup of G. 

(2)/f'H)s a subg~oup ofG, then 
W = {a E E: arp =a ·for all If! E H) 

is an intermediate field of ElK: 
. . . . 

Proof: (i)_Clearly 'EEL', so L';r. 0. lflfJ,IJlE L', then /(lfJIJl)= (llfJ)IJl =lip =I 

for all l E L, so rpiJl E. L' :ind [If! = l g~ves l = ~~-i for _ali l E L,_ so If!-! E L'; 

. Thus L' is a subgroup of AutKE. (In fact L'= AutLE,) 

(2) Since any _If! E ir r;;, Au tKE fi~es the elements of K, we have K r;;, H '. If 

a,b E H', then a1p =a and brp = b for all If! E_H, so 

(a+ b)IP = Ulf! + b1p =a + b, 
(_;_b)IP =. -(blf!) = -b, 

(ab)rp = a1p·_brp = ab, 
(I I b )rp = 1 !blf! = 1/b (provided b ;r. 0), 

a+ b .E H,' 

-b .E H,' 

abE /1,' 

1/b E Jr. 
SoH' is a subfield of E and therefore //'-is an intermediate field of ElK. o 

. 
For· example, in the notation of Example 54.7(c), \1/e have· 

QJ>'=G 
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·and. , I'= 0({2,{3) 

( <ilt~'P3)_' = O(f3), 

If ElK is a fieldextensionand H '< AutKE,-then H' is called the fixed field 

of H. Let us consider the four extreme cases of the priming correspond

ence in Lemma 54.8. 

54.9 Lemma:· Let ElK be a field extension and G::: AutKE. Then 

(1)1'=E. 

(2) E' = 1. 

(3) K' =G. 
(4) G' contains K; and possibly K c G '. · 

Proof:.(l) 1' =(a E E: ci<p =a for all <p E 1} ={a E E: mE =a)= E.·. 

(2)E'= {cp e: G:acp=a'for;\lla.e: E)= (zE) =1. 

(3) K';, {cp e: G: acp ~ (i for alla_E K) =G. 

(4) Of course K ~ G '. From Example 54.7(a), we know that Au~01[Jl(~2) = 1 

so that, for the extension 0(~2)10, we have G = 1 and K = i[J) c 0(~2) = 1' ' . . - . . 

= G '. Thus G' is not always ecjual to K: o 
'· . . . . . 

E _..:,_ 1 

I I 
K-G G 

54.10 Definition: Let ElK be a field extension and put G =AutKE.IfG' 

is equal to K, then E IK is sait1 to be a Galois extension and E is said to be, 

Galois over K. 

Equivalently •. ElK .is Galois if and only if for any elementa of E\K, there 
exists a cp E AutKE such that acp ~·a., It'is easy to verify that C. is a Galois 

extensi'on of 1R and that i[J) c...J2) and O{...J2,f3) are Galois exte~sions of i[J). _ 
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54.11 Lemma: Let ElK be. a field extension and put G = AutKE. Let L,M 

be intermediate· fields of ElK and let H,J he subgroups of c .. If X is an 

intermediate .field of ElK or a subgroup· of G, we denote (X')' shortly by 

X". Then tlze follmying hold. 
l 

(1) If L ~ M, then M' < L'. 
(2) If H < 1, then 1' ~ If' . . 

(3) L ~ L'~ and I-1 < H". 
(4) [;'" = L' and I-r~· =If'. 

·Proof: (1 Y Suppose L ~-- M. If cp E M ', then acp = a for all a E: M and a 

fortiori ·acp =a for ali a E L, hence cp E L' and consequently M' ~ L'. 

(2) Suppose 11 <•.J. If a E 1', then arp =a for all cp E' .I and a forti9ri acp =a 

for all rp E //, hence a E: //' a~d consequently.!'~ -1-1' .. 

(3) If a E L, then (trp =a Cor all 'fl E: L' by the definition of L ~. so a is fixed 

by ali the K -automorphisms in·[,·. Hence a is in the fi.xed field -of 'L · and 

a E L". This gives L ~ L". If cp E: //,then aq:>,;, a· for all a E: H' by the de(ic 

~1ition of lf', so 'fl fixes every clement in H', so cp E H"._ This gives H ~ H". 

( 4) 8 y parts (I) and (2), priming reverses i~clusion, therefore L ~ .L" and 
. . , I 

. .JI <If" yield L'" < L' and//'"~ Jr. Also, using (3) with L replaced by 

//'and/l by L', we get IF ~lf'" and L' < L'". Soc·--== Land /1"' =If'. o 

/: -~.1 

Ui .'fr\ 

M --·-- M' 

Ui II\ 
I. :.___~_c 

1_1[ lfo 

K --(; 

E ~l 

Ul }'\ 

H' ---H 

Ul II\ 
.r ,;,_,./ 
tJI /t\ 
K G 

Jn gener~tl. I. rnay very well be a proper subset of L :· and // a proper 

subset of !I". We introduce .a term for the cast: of ,cqtiality. 

54.12 Dcf"inition: Lct/:"/K bc.a field extei1sion,and G =AutKE.An 

intnrm·diatL~ field I. of Flk is said to In: closed if L =L" and a. subgroup 
I 

!/of(; i\ '>:lid Ill he C'/nsed if /r =it". 



So E is Galois ov~r K if and only if K is- closed. Lemma· 54.11 ( 4) states that 
' . . 

·" any primed obj~ct is· dosed. 

54.13 Theorem: Let ElK "be a field extension mid G =A utKE:There is a 

one-to~one corresjwndence. ·between. the set of all ·closed intenizediaie · 
fields of EfK· ~nd the set of ·cill closed subgroups of G, given by L --+ L < 

-Proof: If L is a closed intermediate field of ElK, then L, is a subgroup of 
' . ·. ) . . :· . 

G by Lefr!ma 54.8(l)and.~' is closed by Lemma 54.11(4). Thus priining is. . . . . -

a mapping from the set of all ()losed intermediate fields of the· extension 

into the set of al! closed subgroups of G. This mapJ?ing is one.:to-one, for 
L';::; M' implies (L')" = (M ;)", whence L = M by Lemma 54.11{4), again. 

Finally, the prin1ing mapping is onto the set of all,closed subgroups o(G 
.. becau~e, if if is any. closed subgroup of G~ ~hen H' is a closed .intermedi~ . { - . . 

ate field and (H ')' =cfl. This completes the proof. o 
~ . 

' 
This theorem is "virtu~lly useless" until we determine which intermedi- · · 

ate .fields and wh_ich subgrdups are closed. ·In the ~ost important case 
when ElK is a· finite. dimensional Galois extension, all intermediate. fields 

and all subgroups will turn out to be Closed~ ··. 

Our next goal is 'to show tliat an· 9bject ~is closed if it is "bigger than a . 

·. clqsed object by a.· finite amount" (Theorem 54.16). We . need .two 

technical ·lemmas. 

' If J;i:/K is a field extension and L,M are intermediate fields with Lk M, 
. . . ' ' ,• . . . 

then the dimension ·1M :LI of M over L will be called the relative 
' ' . ' I . 

dimension ofL and· M. If G. is the Galois group of this ~xtension: and H ,J 

are· subgroups of c· with H .;;;:; J; then ~he index.IJ:HI of H in J wilf be called 
the relative· index ·of H and J. . .· · - . . 

,. 
54.14 Lemma: Let ElK be a fieldextensi~n. and L,M intermediate fields.· 

with L k M. I[ the relative dimension IM :LI of L and M is finite; then· the 

.663 



relative index of M' a'ndL'is also finite.ln fact,IL':M'I < IM:LI.In 

particular, if ElK is afinit/ dimensional extension, then !Aut~!< IE:K!. 

Proof: We make induction on n = IM':LI. If n =I, ihen M =L and L' = M', 

so IL ':M 'I = I. Suppose now n _·;;;;. 2 and that the theorem has been proved 

for all i < n. Since IM:LI > I, we.can find aria € M\L. Now IM:LI is finite . . . - .' . 

and therefore M is. an algebraiC extension of L (Theorem 50.I 0), so a is 

algebraic over L. Let f(x) E: L[x] be the minimal polynomial of a over L · 

and _put k = degf(x). We have k > I because a £ L (Lemrra 49.6(1)). 

From Theorem 50.7, we deduce IL(a):LI = k and Theorem 48.13 gives 

IM:L(a)l ='n/k. The situation is depicted below. 

M M' 
n/k. Ul' II\ 

L(a) ~ L(a)' 

k Ul II\ 
.L -· c 

c 

ln case k < n:· induction settles everything: from n/k < n and k ·< n, we

obtain IL(a)':if'l < IM:L(a)l and IL ':L(a)'l < IL(~):LI and th~refore IL':M'I = 
. IC:L(a)'IIL(a)':M'I <' _IL(a):LIIM:L(~)I = k(n/k) = n = IM:LI. The, case k = n 

requires a separate argument. 

-
Suppose now ·k = n ~so that .1M:!-(a.)l = I and M·= L(a). In order JO prove 

I L ':M 'I < n, ·· we· construct a one-to-one mapping from the set 'R. of all 

right co~ets of M' in L' into the ,set of all distinct. roots of f(x). Since 'R. 

has IL ':M 'I right cosets, this will prove _that IL':M 'I < r, where r is the 

number of distinct roots of f(x) in.M. As r < deg f= IL(a):LI = IM:LI, the 
• theorem wiH be thereby- pro·ved. · 

What the required mapping should be is sugg.estcd by Lemma 54.5~ We 

put ·o::_'R.--+ (b € M:f(b) = 0} 
M'rp--+ arp 

(rp ·E: L'). Since a is a root off(x) and rp E: L' < G = AutKE, Lemma 54.5 

yields· tha_t arp is indeed ~ ro_ot of j{x). The mapping o: is well defined, for 

if M 'rp = M '1p (cp ,lfl € L'), then <p = lllfl f~r some 11 E: M ', so 11 fixes every 

clement of M, so 11 fixes a· and (M~<p)o: = a<p = a(lllflf= (all)lfl = ~IP = (M'IP)o: . 
.. 1 • • 

M_oreover, o: is one-to-one, for if (M'<p)(( == (M'IP)o:, then a<p =alp, so a<plfl-t = 
a, so rplfl-J fixes a, so <plfl-1 fixes each element of L(a) = M, ·so <i>IP-1 E: M' and 

' ' ' . . 
M 'rp = ,-.,rlfl, This completes the proof of IL':M'I < IM:LI. 



._ ' 

' The assertion IAutKEI < IE:KI .follows easily: IAutKEI = IAutK£:11 = IK':II = 

JK':£'1 < IE:K]. o 

54.15 Lemma: Let. E/K be: a field extension and' H,J are. subgroups of G 
= Au tKE with H <.J. If t}1e relative index II :HI of H and j is finite, then 

the relative dimension of J' a'nd W is "also finite. In fact, IH~:J'I < IJ:HI. 

Proof: Let IJ:HI = n and assume.' by way of contradiction~ that IH':J'I > n. 
Then th~re are n + I elements in H' that are linearly independent over r, 

n 

say a 1,a2, . ·;: ,an,i:ln+l' Let ild:'1Hcpi be the disjoint decomposition of J as a 

union . of right cosets of H. 

We c.onsider the system of n linear ·!'!quations in n + 1 unknown's: 

(al~l)xl + (a2~l)x2 + (a3qil)x3 + ··· +(an+lcpl)xn+l = 0 

(alcp2)xl + (a2cp2)x2 + (a;cp2)x3 + · .'. + (an+lfP:i)xn;l = 0 

(alrpn)xl + (a2cpn)x2 + (a3q{n)x3+ .· .. + (an+1cpn)xn+l = 0 

. (b), 

where the coefficients a .cp: are in the field E., Since the· number · of 
· . I ) _ . . · 

· unknowns is greater than the number of equations, this system (b) has a 
nol).trivial solution in E (Theorem 45.1). From the nontrivial ·solutions of 

. (b), we choose one for which the riumber of zeroes among x. is as small 

. . . . I 

·as .possible. Let x 1 = b1, x2 = b2, x3 ~ b3, ... , xn+l = bn+l be such a solution. 
Assume r of the b. are nonzero (r < n + 1). By the choice. of b., there is no 

. . . J . ' ··. J . 
solution x 1 ;;: c1, x2 =·c2, x3 =: c3, ••• , xn+l =en+ I of (b) in which the number 
of nonzero c.'s is less than ·r. · 
. \ ) ; 

Eventually after renumbering, we may assume that b1, • · •• ,br are distinct 

from zero and (in case n.~.l > r).br+l =:= • •.• = bn+; = 0. Also, we-may 
ass~me that b1 = 1,. for otherwise we may take the solution bJb 1 , b2 /bl' 

b3/bl' ... , bn: 1/b 1 instead of bl'b2,b3, ... ,bn+l' Of course th~ number r of 

nonzero elements in. hoth solutions are the same. 

"Let 1p E: J. We consider the system: 
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(a1rp11p )xi·+ (a2rpl~p)x2 + (a3rpl1p )x3 + · ·; +(an+ I IP1'P )xn+l = 0 

(alrp2~p)x_l+ (a2rp21p)x2+ (a3rp21p)x3 +
1
••• + (an+I.IP2'P)Xn+l ~ 0 

... '. · ............... ~ . . . ' (s) 

· We make two remarks conc~rning (s). First, si~ce x1 =. b1 = 1, x 2 = b 2, x 3 ;, · 

b 3, ••• , in+ I = bn+l is a solution of (b) apd 1p is ~ homomorphism, it is clear 
that x 1 =b1~p= 1;x2 =b21p,x3 =b3 ~p, ·::•xn+l-~·jjn+I'P is a solution·of (s). 

Se~ond, the system (s) is identical with (b), a~ide. from the order of the 
equ~tions~ TO prove. the last assertion, we note that rp 11p, rp21p,' rp3 ~p; .. . ·.IPn'P 

are elements of distinct right cosets. of H in J, for Hrp.lp = H(p.1p implies. 
. . . . . ' . . I· . J . 

(rp.~p)(rp.~pf1 E -fl. so rfi.rp,-1 E H, so Hrp. = Hrp., so i = j. Let us write ·then 
. I J . .· I. J. . · · . I . .j . , , 

Hrp1 ~ = Hrpj, Hrp2~ = Hrpi• Hrp31p '= Hrp; , : •. .HIPn'P-=Hrp; 
I .· 2 ·. · 3 · .. 11 

c 
so -that rp11p = 11 11P;

1
, rp21p ·= 1121P;

2
; IP3'P = I131P;

3
• • •• , 1Pn'P =. lln1Pi. 

'for some llp 112, 113 • •.• ,l]n E H(where. {il'i2,i3, :··•in};, (1,2; .. . ,n}). Thus each 
Ilk fixes eacp am in H • and the ik -th ·equation 

(alci>i)xi + (a24>;)X2 + (a31P;)X3 + ·' · + (an+lipi)xn+l = 0 

in (b) is identical with 

(a111~1P; ):XI + (a211k1Pi )x2 + (a311k1Pi )x3 + · · · + (an+lllk~i )xn+ 1 = 0 
k . k • k . . . k 

and therefore with, the k-th equation 

. (alrpk1p)xl +·(a2rpk1p)X2+ (a3rpk1p)X3 +· .. -i- (an+IIPk'P)Xn+l =· 0 

in (s). This proves that (b) and. (s) an~ identical systems. 
J 

Consequently, the solution x 1 = l,x2 =b2~p,x3 =b3~p, : .. ,xn+l·='bn+I'P of (s) 
is also a solution of (b). Now x 1 '= I, i 2 '= b2, x3 = b3, : ..• _, xn+l =· bn+l is a 

solution of (b). Hence the ·differenc:e of th~se solutions 
XI =0, x2 = b~.- b21p' x3 =·b3'- b31p, .. :., xn+l = bn+l- bn;I'P. 

i.e., x1 ··=o. x~=?2 -b2'P:····\=b,_-_h,'P,x,+ 1 .=0,: .. ,xn~l = 0 (c). 

is ·a solution of (b); 

'So far, tp was ;m arbitrary element of 1. We now make a judicious choice.· 
of IJl. One of the rp 1, rp 2, ~:l• ; ... ,rpn belongs to H, .say rp 1 ~ II, ~o amcp; = am · 

because am E· If' form = 1,2, .. ,.n, n + I. Since x 1 = hp ,t2 = h2, x
3 

= h
3

,: ... , 

xn+l = hn+.l ·is a ,solution of (b), we get · · ' 

alhl·+a2fJ2+.a3h3+ .. ·+an+lhn+I =0 
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. ·' 

from the first equation in (b). Here {a1,a2,a
3 

; .• ,a~+ 1J is.linearly · indepen

dent ov~r J' and b1'= I ;z! 0. ,Thus all of b1,b2 ,b3 · ••. ,bn+l cannot be in 1': one 
of them; say b~, is not in J'. So there is: a 1p E J_ such that b2~p ;z! b2. 

. . . \ 

.We c~oose 1p E J such that b2~p ;z! b2 • Then the solution (c) of the system 

(b) is a. nontrivial solution in which the ~number of zonzero el!!meilts is 
. less than r; contrary .·to the meaning·. of f ~s · die small~st number of 
no~zero'. elements. in imy solution of (b). Tliis. contradiction shows that 
IH~:J'I > n is imp~ssible. Hence IH~:.I_'I.,(; n = lj:m. o 

5~.16 Theorem: Let EIK.be a field extension and G = '}ittKE.. L~tL,M be 
1 . · I ·. · · · . 

inte,rmediateJields of ElK with L r:. M and let H,J be subgroups of G with 
H<;J. 

(1) If Lis closed and IM:LI i.iJfinite, then M is closed 'andiL':M;I = IM:LI. 

(2) If His closed and IJ:Hi is finite, then J i~ closed and IH':J'I = IJ:Hi . 

. Proof: (1) H~re M ~M" by Lemma 54.1l(3) ~nd L =i'~ by hypotJ;lesis, so 
IM:LI < IM":MIIM:il = IM":LI =·IM":L''I =I(M')':(L')'I <; IL':M'i <; IM:LI, 

' . . . , -· 
the last two inequalities by Lemma 54.15 and Lemma 54, 14, respectively. 
This proves IL':M'I = IM:LI. The proof of. (2) is similar and~i!Lbe omitted. 

0 

·We are nuw in a position to state and prove the major theorem of this 

paragr~ph. 

· 54.17 Theorem (Fundamental theorem of: Galois theory): L'et ElK 
be a finite dimensional Galois extension of fields and G = AutKE. Then 

. . ' .. . . l . . . 

there is a one-to-one .correspondence between the set of all intermediate 
fields of ElK and the set of all s~bgroups 'of G, given by L-> L '. In this 

l ,. . . ' ' ' 

correspondence, the relaiive dimension of two ·intermedJate. fields is· 
. . .. ·. . · .. 

equal to the relative· index of the corresponding subgroups. In particular, . 
IGI = IAutj.El = IE:KI. 

· Proor': By Theore~ 54.13, there is a one-to-one correspondence between 
the set of all closed intermedia-te fields of ElK and· the set of all closed 

subgroups of G, given by L-> L '. N'o~ K is closed (ElK is a Galois exten-
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sion) by hypothesis and all . intermedia~e fields are closed by Theorem 
54.16(1) since they are finite dimensional over K. Moreover, if M is any 

·intermediate field, then IK':M'I = IM:KI_. Ih particular, E is closed and 
IAutKEI = IGI = IG:11 = I.G:£'1.= IK':E'~ = IE:KI. ~ence G is finite. Since 1 is. 

closed, it follows fro~ Theorem 54.16(2)' that all· subgroups of d· are 
closed, because they are finite subgroups of G. Hence 'the priming map
ping is a one-to-qne correspondence between the set of all intermediate · 

fields of' ElK and the set of all subgroups of G.; Th·eorem 54.16 tells that 
the relative dimension I M :L I of two intermediate fields 'L ~ M is equal to 
the relative index IL ':M 'I of ~he corresponding s·ubgro~ps of G and thin· 
the relative index ll:HI of two subgroups H ~ J of G ·is equal to the 

relative dimension IH ':1'1 of the corresponding intermediaty fields. · o· 

. . 3' 

54.18 -. Examples: (a) Let ::..[2 be the real cube root of 2 and consider the 
. . 3 •. . . . 3 . 

extension O(::.J2~cP) over 0. The O~automorphi~ms of O(:zr2,w) are <i>p<i>2~rp3 , . 
0rp~,rp5 ,<p6 , 'where 

3 3 
<pi : ::..[2 -+ ::.n. 

3 3 
rp2= ::.n r>. n 2 . . 

. w -+ w = -1 ~ w, 

3 3 
rp3: "f2-+ T2w, , w.--+ w, 

3 3 .. 
, ip4: ::..{2 ~ :zr2w, 

. 3 3 3 . 
rp5: ::.J2-+ :zr2w2 = ::.J2(-1 - w), t':l-+ w, 

. 3 3 3 
· <i>{T2-+ :zr2w2 ~ ::.J2(-1- w), w-+.w2 =-1- w. 

. 3 

Any element .u of O(::.J2.~) .can be. written uniquely in -the form 
. 3 3 3 3. . 

·u =a + b::.J2 + c-:.f4+ dw + eT2w ·+ J-:.J4w, 

where a,b,c,d,eJ are rational numbers.·. We show that 0{~,'~) is Galois 

over 0. To this end, we h11Ve to. show that the fixed field of G is-~exactly 

0. Since 
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. 3 3 . 3 3'' .. 
· (a + b'Vi + cT4 +dw + e:.fiw+ JT4w)rp2 · 

3 3 .·3-.3 

=a+ b'Vi + cT4 + (d + e'fi + j#)w 2 
. . . 

=a+ b~ + c~ + (d + e~ ;t-/M)(-\- ~) 
. ' 3,-;:; • . ~.. ·' 3,.,.- 2,-; . 

=(a:.. d)+.(b- e)'l/2 ·+ (c .,-J)'IJ4- dw-- e"'/2w -j'IJ4w, 
• j • • • 

. . . 3· 3 · .. 3 3 . 3 
w~ see that an element u =a+b:.fi+c'f4 +dw +e::.fiw +/fiw ofQ(\fl,w) 
is fixed. by ci> 2 if and only. if 

a=a-d, d=--d 

b=;b-e,, e=.-e 

' c =;: c- f, f ~ -:-f. 

So .an e}em~nt u of ([)> ( ~. !;') fix~d by ep
2

. has the form a + b ~ + c ~.If u 
. . 

. . . 3 3 3 3 
is fixed also by rp3, then ·a + b-:.J2 + c'f4 =.(a+ b:.fi + c'f4)ep · · 

3 3 " 
. =a + b--:.riw + c.T4w 2 

':::,a +b~w + c~~- 1-- w) 

• . 3 3 3 
•·. =a..: cT4+ b:.fiw -c'f4w 

yields b = 0, c = -c, :-C = 0 and so u =a. E ([)>. Since an element u in the . . 

fixed field of G i~ necessarily fixed by ep 2 and, rp3 , that u has to be rational. 
. . . . . - - 3 . ' . . . !' 

Thus the.fixed field of G is([)>. This shows that ·([J>(;ri,oo) is Galois over 0. 

. . . 3 . . . 

The multiplication table of G(([J>(;ri,w)/([J>). can be ~onstructed easily. Since 
3 . 3 3 ". ' ' . . . ._ . . . . 

;ricp2ep3-= ;riep
3 

= pw and wep2ep3 = w 2ep3 = w 2, we have rp2ep3 = ep4. etc. anrJ the 
3 . 

multiplication table of' G(([J> ( T2,w )/([j)) is 

' q>l q> I q> 2 q> 3 q> 4 q> 5 q> 6. 
• q>2 q> 2 q> I ;q> 4 q> 3 q> 6 'q> 5 

CJ>3 CJ>3 CJ>6_ CJ>5 CJ>2 CJ>1 CJ>4 

. CJ>4 CJ>4 CJ>s ep6 CJ>1 CJ>2 CJ>3 

· CJ>5 ep s ep 4 ep 1 CJ> 6 CJ> 3 ~ ; 
CJ>6 · q> 6 q> 3 q> '2 q> 5 q> 4 Cp I 
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-3 ' . . . 

So G(l[)l(:v2,wJ/I[)l) is a nonabelian group of _order 6 and .isomorphic to S3,. 

as can. be easily seen by comparing the uibk above . with the niultiplica~ 
tion table of S3: 

J (23) (123) . (12) . (132) (13) < 

(23) (123) (12) (132) (13) . 

(23) (23) .. (12) (123)c 0?) (132) 

(123) 623), (13) (132) (23), i. (12) . 

. (12) .· (12) (1~2) ;. ·(13) I' (23~ (123) 

(132), ' (132) (12) 'I: ' (13) '(123) (23) 

(13) (13X (123)" (23) - (i32)· (12) I. 

I j' ' 

·- . 3 ' . . . ' 

The isomorp~_ism G(l[)l(;fi,w)/q)::!:: S3 can b~ found in a better way by ob-. 
. . . . ' • ' ' . . . 3 : ' .. 

serving that any automorphism inG (l[)l ( :v2, w)/l[)l) is completely. deter-
- . . . ' . . . . • . ' . . 3 . 

mined by its eff~ci on the roots of x3 - 2. The rq_ets of x3 --~ ;2. are_ u1 = :v2. 
. . . " I ' . 

'·u2 = ~w; ~ = ~w2• N()W ~2 maps u~ to' ul' u2 ~0 u3 and u3 to u2 and ca~ 
' therefore ·.be represented, in a readily ~ndetitood extension of the . nota-

. · · u· u· u . . · · -· 
tion ·foi permutations,' as·'(/ u 

2 
u 

3
} = (u 1 )(u~u3 ) = (u2u3).· Dropping u 

. . . · I' 3 , 2 ·1 _· _ · 

and retaining only the indices, we see that .cp2 can be thought of as: the 
permutation (23) ,in s;. The other cp. can be 'thought of as permutations in 
. . . . . . . .. · . . .· J ·, . . 3~ :· . .' 

S3 in a similar way and this gives the isomorphism G(l[)l(:v2;w)/I[Jl): Sj. In 
the multiplicatio.~ tables ab~ve, •cpj and its image in s3 under . this iso-. ,• 

· morph~sm · occupy corresl'onding. places. The subgroup structure of S3 is 

well known and is d~picted below (A :_ B means A !:;; B). 

. \ . ' 

{1,(12)} . . . . . . 
.. . . . . . . ' { 1,(123),(132)} ·= A · 
·--~·-·'"3 

' ' . . ' . . · ... ' . 
-. . . . . .·.. . . . . s ·'. 

3 
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. ----~~:;7. 
·------/~ .. 

. ·-- ------- ~-----! 

{rp)~rp2} {rpl,rp6}. . {rpl'rp4} . 

/ 

3 
. ~~O{V"2-,w)/QP} 

and priming yields 

. 3 - . 

o(fi,w) 

. ·._.· ... ··~/.// 
~ . / . 

3 . ' 3 ' I , 3 

O{V2) . · 0(-:.f2w) O(T2,w2
) 

~·:· 
. ·~ 

. 0. 

·4 
(b) Let. :..{2 be the real fourth toot of 2 and consider the extension 

~~ . . ~~ 
0 (\'2,i) over 0. The 0 -automorphisms of 0 ( \'2,i) are rpl'rp2,rt>3,rp4,rp:S,rp6,rp7,rp8 

where· 
'·· 

4 4 .. 
cpl: T2-:+ T2, .. j-:+ i, 

4 . 4 
rp2: T2--> :.n. j-:+ .:.j, 
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.: '· 

. ' '4 4 
; rp3: ::..[2 -+ T2~, 

'· 

. j-+ i; 
. 4 4 . 

. :rp 4: ::..[2-+ T2i, j-;+ '-i, . 

4 4' 

rp5: 'fi -+ - ::..[2, .. - r...:.. i, 

4 4 
rp6: ::..[2-+ ""T2l 

i. ' ' 
j-+ :.i, 

4 . . 4 

. rp7: T2 '-+ - T2i, j--> i, 
.. , 

4 4 
rpg: T2-+ '-:-~j,. j-+ -i. 

,· . 

We put rpi = t and rp 3 -~ cr ~ ~Then o( t). = 2, o( cr) = 4 and <. = cr -I. Thus 
• 4 

G(c[p(T2,i)/0) is a dihedral group of order 8. Since any. automorphism in 
4 . . 

G(c[p(T2,i)/c[p_) is completely determin~d by its ef(ect on the four root,~ u1 
. . . . . . ' ' .. ! . , • . . ' 

= ~. u2 = ~i; Uj = -~, u4 = ·-'!fiiof x 4 
- 21' the group G({P(~,i)/c[p) is 

isomorphic to. a. subgroup- of S
4
·. We see o ·= (u

1
i 1 uu 2 uu 3 u4 ) ~ (u

1
u

2
. u~u~). 

·.. · . . . . . • 2 3·· 4 U I ' · ·' · 
; ' . - : ·c u , u 2 u 3 u 4) . . ~ r;:;- - . . . - . 

an~ _ t = u· ·u u · u = (u 1_u4 ). So q (c[p (-v 2,i)/0)'~ < (24 ),(I 234)> F 
· . . I 4 · 3 . 2 . . • . 

. { ,,(13),(24).SI2)(34MI~)(24),(1_4)(23),(i23.4),(1432)J < S
4

· by· an is~morph-
. .• . . . / . ' . 4 .. 

ism rp2 = •-+ (24), cv3 = cr ---: (1234.). The .subgroups of qccr:pcT2,i)fc[p') are 

,. . (l,crt} {l,o.3.t} 

. ~/ . '· 
' ----- '• . . -·~-- . .· > . -- . . ...-· .. 

. 2 3 {l,cr,cr.,d } 

·I 

,,. 
I. 
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. 4 ' 

Let us find the intermediate field of 0 ( =J2,i)/~ corresponding· to. ( 1 ,o2 r). -
-' 4 . ·: . . ' 

We write u = T2 for bre_vity .. We have (u)o 2 r = (ua )a i" = (ui)o r = (uo :io)r = 
(ui·i)r = (:-u)~ =- (ur) = -u and (i)o 2 r = (io )cir = (io )r '= ir.= --i. No~ let 

· a,b,c,d,e,f,g,h -~ 0 and s =a+ bu + cu2 + du 3 + ei.+ fui + gu2i + Jw3 i. Theri · 
so 2r. =(a +btl.+ CU2 + du3 _+ Jj +fui + gu2i + lzu3i)o2;T 

=a +-b(-u) + c'C-ufo+ d(-,u) 3 + e(:.i) +fC-u)(-i) + g(-u)2(-i) +,h(-u)3(-i) 

= a - bu + 'cu2 - du 3 - ei + fui :_ ·gu2i + izu3i 

and s~ sis fixed under ()" 2:r if and' only if 

a =a, · b = -b; c =_ c, · d = -d, 
e = -e, · f =f, g = -g, h = h, 

so if and only if , b = d = e ~ g = Q, . 
so if and _only if s ='a +cu2 + fui + Jw 3i-= a·+ f(ui) '- c(ui)2 - h(ui)3 . 

so if and only if s E 0 (z;i). 
' . ' . ' 4 

Thus the !ntermediate field.- of' l[j) ({i,i)/0 corresponding' to { l,o 2 r) is. 
. 4 . . 

. {l,o 2r}' = O(zii) = O(T2i) .. Similar computatidns. yield that the Galois corre-
spondence. is as in the diagram below, where intermediate. fields occupy 
the same relative position as the. corresponding subgroups •. 

4 

ocT2.i) 

4 ' . . 4. 

ocT2Cl+i)) . ocT2cl-i)) 

(c) Let p be a prime number and n E N. We consider 'the extension 
'fP~/'fP. The mapping a: 'fp•-+ 'fp• 

I ' 
a· ...... aP · 
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is a field ho~omorphism (Lemma 52:2) an~ fixe~ every'· element in IF P 

-. (T~eorem 12.7 'or Theorem 52.8).- Thus· 'cr is IFP ~linear. and, since IIFP.:IFPI is 
finite, cr is ont.~ IFP. (Theore_m 42.22).· So cr is aQ 1FP-automorphisrri of IFp•· · 

' ' 
W~ put G =AutF f,. We want to show c·=<:cr> .. First we prove:b(cr)= n. 

. ' p p ' ' ' . 
From ·acrn =.aP" =a for all a e: .f • (Lemma 52:4(2) or Theorem 52.8)~ we 

. . ·, . p . . ·, .. ' '. ' •. 
, get crn = 1, so o(cr)ln. On the _other hand,' if m is a positive proper divisor 

of n, thenfp• ha~ a proper sribfield IF; .. ~ith Am· elem~nts (Theorem 52.8) 

and there is a b. e: IF .\iF .. with bam= bP"'-;:! b; so am-;:! 1. So we conclude 
p. p . ' ' 

o(cr) = n. Since IIF~.:f I is finit~, we get- · · 
' ' p' p • ' ' .. ' • 

; - n = o(~) = l<cr>l <;;;; IGI = IG;ll = l(fP)':(f P"rl <;;;; If P":FPI = n 

from Lemm'a 54.i4.'so 1<~>1 :::f.IGI =nand G =<a>. · . . 

.I 

It is now easy' to show. t'hat fP.:'is Galois ov,er FP: _We haye 

_ G'=<cr~~= {a e: _f~:aa =a} ·=fp 1 ·~ • 

by_Theorem 52.8 and thus fp• IS GalOis· over fp. . 

The Galois correspo.ndenc~ is easy to describe. The subgroups of <cr> are· 
: · in 'one~to-one· correspo~dence with ihe posit_ive ~ivisors :of n ·and any

subgroup H of G is of the forinH =<crm> (Theorem 11.8).· The:subfield of 
iFP. co~esponding to H =· <crm): is. . · · _ · · 

' _H' =<am>·'= {a·e: f · acrm =a}·= {a·e: f · aP"' ;,a}= f · 
, • ' I , • ' p• • ' ' P" • . p"'' 

the unique subfieic:I of fp• ~ith pm. eiements, · 

f ;-
p• 

n!m' 

.f .. 
' p 

·m· 
f'. 
,p 

m 
G=<cr> 

' In ·all .ihese examples, we first determineq the subgroups of the Galois 

group and then found the intermediate fields corresponding to th~m. 

One can' or course reverse ihis, Le., . one ,,can· determine the. intermediate 

fields in . the f!rst- place a~d then find the· subgr,oups co,rresponding to _ 
. the.m: However,. lt is in: gene~~f more .difficult to find 'all 'intermediate 

fields of an extension, 'for it ·is .likely that one o~erlo~ks some of them .. 

Also. i( is 1 m-c~re difficult. to a~oid duplications: For instan~e, in Example 
. . . '- . I 
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54.18(c), It, 1s not. im~ediately clear where 1Ql{"'J2(I +i)) and Q(.;J2(1 '-i)) are, 
· n,or whether .IQl (.;J,2(1+i)) = I[Jl(..[i"(l-i)): It. is far easier to· list the subgroups 

than to li~t the intermediate fields. \ ., 

It is. natural to ask which intermediate: fields correspond to t~e normaL
s~6~r;~~~· of .;h·e- Gai6is gt9u'p ~f an,,.e~t~~.sio~., Also, ~_hat can·. be s;id. 

· ·about the factor groups of the Galois group? We proceed ·to answer these 
. questions; We need :a .definition: · ' 1 

.-,, : ~·' 

54.19 Definition': Let ElK· be a field extension and let G ~ AutKE be its 
Gal.ois group. An. intermediate. field. L of this extension is said to be 
stable .relative to, K. mid E, ,or to be (K,E)-stable1if every K-automorphism 
cp E,A~.tKE ofE maps L into~- ' .. . • ' 

In the situation of Definition 54.19, if L. is a (K,£)-stable intermediate. 
fi~ld, then the inverse. cp -1 of any K :-aut~niorphism. cp of E ~ls~ maps L into 
L.Thus the restriction cpiL toL ofany K-automorphism_ of E is a.K-auto-

morphism of L,· Thus we have a "restrictiqn" mapping 
., 

res: AutKE.- AlitKL 

cp -> (j)IL 

A K -automorphism . A of L is said to be extendible to E if there is a K -. 
. automorphism cp of£ such thatA = cpiL". Therefore res is a ·mapping onto 

the set pf all· extendible K -~utomorphisms of L · 

54.20 Theorem: Let ElK be a field extension. 

_(l)!f Lis a (K,E)-staf?le intermediate field, then L' is a normal subgroup . . 

of the Galois group Aut~. 
(2) ,If H is ·a normal .subgroup- of AutKE, then H' is a (K,E)-stable . inter~ 
mediate field of the extension; 

Proof: (1) We are. to prove ~hat cp -lAcp ·E C for all A E C and cp E Aut~. 

Thus we must show that a(cp~1 Acp) =a for all a E L. Indeed, if~ E L, A E i· 
and cp E Ail tKE, then acp-l E L since L is (K ,£)-stable, so (acp:-1 )~ ~ acp -1,_ so 

a(cp-iAcp) ~ (a~-1.A)cp = (acp-1)cp = ~· HeQce L' <Q Aut~ . 

. . 
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, (2) W~ are to prove. that ai:p e: H' for all a e:: H' and i:p .e: A utKE. Thus we 

must show that (ai:p) 11 = ai:p for all 11 e: H. Indeed, if a' E H-. 11 e: H and 

cp e: AutKE, then i:pi1~-I e: H since H <Q _Aut~E, s~ a(cp1Ji:p~1 )= a,soa(~l1)i:p-I =a: 

so a(i:pl'l) = ai:p. Hence.H' is (K,EHtable. . o 

54.21 Theorem: Let. ElK be a Galois. extension. and. L an intermediate 

Ji~id. If Lis (K;E)~stable, then L-is Galois over K. 
. ; . . . l 

Proof: Fo~ any a e: LV(, we must find a A_ e: Au_tKL such that aA_,r. a. Since 

. E is Galois oyer K, there is a~ _e: 1utKE such _that acp ~a. Then cpl~ e: AutKL 

by stability ofL relativeto K and E. Thus ~IL can be taken .as A. o 

S4.22 .. Theorem:Let E/K be a Galois exten.~ion ani f(x) e: K[x] be 
irreducible in K[x] .. If f(x) has; a<root in E, tlzen.f(x). splits in E and the. 

'roots' of f(x) are all. simple. 

Proof~ Leta-
1 

'be .a root off(;x) in .E. We put deg f(x) = n .. We want to ~how .. 
. that f(xJ.= c(~.:. a1)(x- a

2
) •• • (x- an) for some elements _c,a

1
;a

2
, ••• ,an in E.·· 

. For this purpos~ •. we .put g(x) = (x:~ a
1
)(x- 'a'2) ••• (~.- a;) e: E[x], where 

a1,a2, .. :,am an~-al1 the distinct rootsof f(x) in E. We ,know in .;;;,n from 

·Theorem 35.7. 
)' 

Any K -automorphism of· £''maps· a root ofj(x) to a root of f(x_) (Lemma 

'54.5). Thus the co'efficients of g(x), which 'are symmetric 'in the roots 
a1 ,a2, .•.: ,am o.f g(x), ar~ fixed. by any K -a~tomorphism of E. This shows 

that t~e coefficients of g(x) are in E~ = ~-. Hence. g(x)· e: K(x]. Then. f(x) and 

g(x) are two polyno~ials in l([x) with a common root a
1 

_and f(x) .is 

.. irreducible over K. Theorem 35.18(1),(3) gives then f(x)l'g(x) and con sec 
-quently n = deg [(x).;;; deg g(x) = m. We have ni .;;; ·-~ also, .thus n =·m., 

. Fwm f(x)ig(x) we get
1
then f(x),., g(xJ .. So'j(x) .= c(x- a

1
)(x- a2)~ •• (x- a) 

.. for some c e: K' and 'th~ roots a I ,a2, -~ •.• a~ e: E of are' ·all distin:ct, i.e., all 

roots of f(x) are simple. . o 

I 

The next theoren\ IS. a kind of converse to Theorem 54.21 > The result is 

not .necessarily true without the hypothesis that L is· algebraic (cf. Ex.: 8). 1 

·' 
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54.23 . Theorem:' Lei EIK·be a field exten.sion and L an intermediate . 

field.lf Lis aigebraic and Galbis over K, then L.is (K,E)-stable. 
' • • I ' 

' ·, -( 

Proof: We ~ant tQ. show, that arp . E L for any a E' L and any rp 'E A iltKE. If 

a € L, then .a i is algebraic over' K sine~ L i~ 'algebraic over K: Let f(x) be '\ 

the minimal polynomial _of a over K. Thenf(x). is a p~oduct of n distinct 
polynomials of degree one .in L[x.] because .L is GaJois over K (Theorem 
54.22). Thus all ;oots of ](x'j areinL.. Now if rp E AutKE, then aqi is·a root 
of f(x), hence arp E L, as was to be prov_ed. · o 

. . ' 

Let ElK be a> :field extension: and let L p~ a (k :E)-st~ble intermediat~ -field. 
o( ElK. Let us consider the restriction mapping 

' . \ . 

'l res: AutKE:...... Aut~L. 
• rp . -+ ,rpiL · : 

Since (rp¢)L =:rpLIPL for any,two.K-automorphisms rp,\P_of E, we s~e that res' 

is a homomorphism. The~efore (AutKE)IKer'res =hn res. Nowlm··r~s is 

the set of ·au K -automorphisms of L that are extendible to E (hence. the
1 

set of all_K-automorphisms of L that are extendible to E is a subgroup of • 
·A utKE) and Ker .. res·-=:= {rp E AutKE: rp 1~;,;; ii) = {rp 'E: AutKE: arp =a for all a E L) 

' .= L' = AutLE . . II~~ce (AutKE)/(AutLE) is i5o~~rphic to the group of ~II K~ 
' - ' •. r • 

automorphisms ·of L that are. extendible to E,. We proved the 

54~24 T.heorem:Let ElK 'be a field extension and L an intermediate 
field. lfL is (K,E·)-stabte; then. (L' = A~tE is normal in AutKE and), the 

quotient- group G,(EIK)/G(EIL) = (AutKE)/(AutLE) is isomorphic to {he 

subgroup· 'of_ AutK& consisting 'exactly of. ~he K-automorphisms of L that 

.are extendible to E. o 

J·" 

We can ·now supplement the fundamental- theorem by describing the 
situation.· with respect to an intermediate field. 

54!.25 . Theorem:· Let ElK . be a finite _dimensional Galois extension of 

fields and G = AutKE. Let L be an intermediate field of ElK: 
\ L 
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(I) E is Galois over Is. 
(2) L is Calais over Kif and only if L' = AutLE is· normal in G = AutKE.In 

this case, GIL'= (AutKE)/(A utLE) is isomorphic to the Galois group AutKL 

of L over K. TIJllS Q(EIK)/G(EIL)::: G(LIK). 

. . ' . 
Proof: Here the hypotheses of the fundan1ental theorem are satisfied. 

The .fundamental ·theorem states that any intermediate. field of ElK and I .. 

any subgroup of G is closed. ·. 

'(I) In order to show that E .is Galois over L, · we must prove t~at L- = L ", 

that is,. that L is closed. This follows fro\n the fundamental theorem. 
.. . . 

(2) ElK is a finite dimensionai' extension by hypothesis a~d so LIK is ~lso 
a finite dimen.s'ional extension. Thus· L is algebraic over K (Theorem 

50.10). If L is Galois over K, then L is (K,E)-stal:Jle by Theorem 54.24 and 
soL' is normal in AutKE ~y-Theorem 54.20(1). Conversely, if L' is normal 

in .'Au tKE, then L "'is a (K·,E)-\table intermediate . field· by . Th_eorem 

54.20(2). Here· L = L" because ali intermediate fields are. closed. Thus -iis 

(K:E)-stable .. Theor;m S4.2l tells then that L. is Galois over K. SoL is 

Galois over Kif and:orily if L' is no;m;tl in G = AutKE. 

Suppose now L is Galois over K and ':' ·<Q G = A utKE. Then_ lA utKLI.= IL:KI 
by the • fundamental theorem. (with L in pla_ce of E). Theorem 54.23 states 

that GIL' ={AutKE)/(Au{E) is isomorphic to a subgroup of AutKL. Using' 

L = L" (i.e., L is closed) ana G' = K (i.e., L is Galois over K), we see IGIL'I = 

IG:Ll~ IL":G'I = I{:KI ~ IAlltA-LI by the fund7tmental theorem. Thus G/L', 
which is isomorpl;ic to a, subgroup. of Au tKL, has the . same order as . 

A u.tKL. Since lA utKLI = ·IL:KI is finite, this implies that GIL' is actually 

isomorphic to A utKL itself, as was to be shown. o 

i . ' 
We end this ~arag·raph- :with an irnportant illustration of Theorem 54.25. 

r 
. . I I \ 

5.t.26 Thcoi'cm: Let lF he a field 'of q elements and E a finite· dimen-
q . . . . . 

sionclf extension of ~ .. Then E is' Galois over IF and Altfr E is cyclic, geizerc .q . . q o;- q' 

a ted by the autr111iorphism ;p, ll'hcre rp:(i--> ·aq for all a E E .. 



Proof: Let IE :11) = rand char IF q = p, so that IF P is the prime subfield of IF q. 

(and of E). We have q = pm, whf;!re m = IIF q:IF /· We consider the extension 

E /IF p· Since ~ is an r-dimensional vector' space over IF q and IF q is an m
dimensional vector space o~·er IF , .Theorem 48.13 says E is an rm-dime·n-

. . p . . . . . 
sional vector space over IF and so lEi = prm: Thus E is a finite field and E 

. ' . . p . . . •, . 
is Galois ov'er IF (Example· 54.18(c)). Then E is Galois over any 

. . p •' . . \ 
intermediate field of E/IFP (Theorem 54.25(1)); in particular, E ~s Galois 

over IF. Furthermore, we -know from ExamiJle 54.18(c) that Au~E=<cr>, 
·. q . . - . . . p 

where cr is the field isomorphism a - aP for all a E E and that the group 
(IF ) ' corresponding to the intermediate field IF with pin elements is .( cr m>. 
~ . ' q 

Thus Aut~ E =(IF)'= <cp>, where cp = crm is the mapping a- aP"' = aq for all 
q . . q . . .. " . 

a E E. 0 

Exercises 

L Find the Galois group A utKE and all 'its subgroups and describe the 

Gaiois correspondence. between the subgroups of Au tKE 'and. the inter

mediate fields of ElK wheri 

(a) E =.oc..J2,-f3) ;.md K = O; 

. (b) E = 0(~,!.{5) ahdK = 0, K = 0(~); 
. (c) E = O(~.~.i) and K = 0\i), K= 0(i;~3); 
, (d) E = O(~,i) and k ~ O(i); 

(e)'E = O(..J2,!.{5) and K.= !0>, O(..J2). 

-2, Let ElK be a field.exterision. Prove. that if Lis a (K;E)-stabie· 
intermediate field, so is L" and that if H is a normal subgroup of Aut~, 

so isH". 

3. Let EJK .be a field extension. and G.= A utKE. 'Let L, M oe intermediate 

fields of ElK and let H,J be subgroups of G. Prove that <H'u J>' = H: n r 
and (LM)'.= L' n M'. 
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'. 
If, in addition, L is finite dimensional and Galois oyer K, then LM is finite 

. -
dimensional and. Gal9is .over M and AutLnML ~ AutMLM. 
. ,. ' ·- \ ·'. 

4. Let ·K be a ·field and x an indete~minate over K. Show that, if L is an 
intermediate field of K(x)/K .and L;: k, then IK(x).:LI is fj~ite. 

5. Prov~ that K(x) is Galois over K if and only if K is infinit~. 
. . . . . . .· ' 

• 6. Let .K be an infinite field. ~rove that a proper subgroup of A utKK(x) is · 
closed if and only if it is a finite subgroup ·of AutKK(x). 

7. Consider. the extension 0 (x )!0. Prove . that the intermediate ffeld · 
I!) (;2) is closed and the i!ltermediate fi~ld 0(x3) is not closed. · · 

, .. : 

.. 8. Let K ~e an infinite field and x ,y two · distinct indetermi~ates over K. 

Show that· the irttermediate field K(x) of the- ~xtension K(x,y)J[( .is Galois 
over K but :K(x) is not stable relative' to K a~d K(x;y). . '· 

•. 
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' §55 
Separable · Extensions 

In §54, we established the foundations of Galois. theory, but we have no 

himdy. criterion for determining whether a. given' field extension is Galois 
or not. Even in the quite simple cases such as in Example ?4.18, ·we had 

1 
to ~tudy the eff~cts of autci·m~rphisms on the elements i~ the extension 

field, · and this involved' inuch calculation. The extension fieids· in 

Example. 54.18 were seen to be splitting fields. of certain . polynomials 

over the base field. In this paragraph, we · will learn that a finite 

dimensional extension is. Gal~is if and. cinly if the e~tension field is ~ 
splitting field of.' a polyno~ial whose irreducible factors ha~e no multiple 

roots. We. give a name. to im;ducible ·polynomials of this kind, 

r. 

55.1 Definition: Let K be a field and f(x) E K[x]. If f(x) is irreducible 

over K and has no multiple_ roots '(in any. splitting field M f(x) over K)_, 
tqen f(x) is said to be. separable over K. 

Thus all the deg f(x) roots of a polynomial f(x) _separable over K are 

distinct and f(x) splits into distinct linear factors in any splitting field of 

f(x)over K. 
/ 

The existence of multiple roots can be '·decided by means of the deriva-

tive. If K is a field,f(x) an. irreducible polynomial in K[x] and E a splitting 
field of f(x) o.ver K, then Theorem 35.18 (5) 'an~i Theorem 35.18 (6). show 

that f(x) is separable over K if and only if f(x) ir. 0 . 

.. How c·an an. irreducible polynomial f(x) have. a zero derivative? Now f(x) 

is not 0 or a unit because of. irreducibility, so deg f(x) =: m ;;;:. 1. Let f(x) = 
' .... . 

m m . . 
:La .Xi, with a ;r. 0. Thenf(x) = :Liaii-1 = 0 if and only if ia. = 0 for all i 

I. ., • m , I . I _ · 
· i=O . . . . i=l . . 

= 1,2, ... ,in'. In particular, (m 1 )ani = m am = 0. Sin.c'e a field has no zero· 

divisors and ·am ;r. 0. this forces m 1· = 0. This is impossible in j::ase, char K = · 
0 and is equivalent to·plm in ca.se char K ~ p ~· o: Likewise, if ai;:! d. the 

I 
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.. "condition i ai = 0 is e9uivalen~' to pI i in case char K = p. So for t~rms aix i 

.with. ai;: ·0, we have: i. '== pj for s~me j ~nd we ~~~y \Vri~¥-·f(x) = -~}f~ P~.x~j. 
• ' - ~0 

; ,_ \' , . , n , . ~ . 
Putting [mlp]='= n, a . =b. and g(x) = "b

1
x_ '··.we obtain f(x) = 'g'(~P). Thus PJ J _L., ., . . 

j=O . . 

f(x) is. actually a polynomial in xP. Cbnversely, if f(x) = g(xP), then F(x) = 
j((xP)·pxP-l = g'(xP)·O ~- o·tiy Lemma 35:16. We summarize: .. 
. ' . ' \ . ' 

\ 

55.2 Lemma: Lei K be a field. If char K = 0, · 'then any polynomial 

irr~ducible over K is separable over K. If char K = p ;: 0 and'f(x-) E_ K{x] is 

irreducif?le over. K,-then f(x) is separable over/( if and only. if f(x) ·is not 

a polynomial in xP; Le .,f(x) is not _separable over K if and only if f(x) = 
g(xP) for some g(x) E K[x]. : o . 

.In :term~, of s,eparabl_e 'polynomi~ls -.;.·e now· define separable elements 

and separabl<! fielc:l exten~i ons. 

· 55.3 Defi!Jition: Let ElK be ~ field extension and a E ·E.,If a is algebraic 

o.ver K' and the mini~al ·polynomial of a over K is s_eparable over K' then 
a is said·to be separable over K . 

.: 

" 
Thus any element a ofK is' separabie over K s~nce the minimal polyno-· 
mial of a. over K is X- a. E K[x] a_nd X,- a is separable ·over K. 

.. __ 
\ 

55A Definition: Let ElK be a field extension. If E is algebraiC over K 

and if ey~ry e.ll:;ment' of E · is .separable over K, then E is said' to be_ 

sepa,rable over K or a sep~rable ·' ext_ension of K and_ E iK is called a 
separable extension . . 

l ' 
/ 
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The'polynomiai x 2 +IE i[J:[xl is separable over 0, becaus~ 11 1s irreduc.
ible over 0 and ch~r . ([]) = 0., On the oth~r hand, x 2 +'I·' E .IF~ [x J is not. separ-. -
able over IF

2 
because x 2 + I = (x + 1)2 is ~ot even irreducible over IF 2. 

; 
If ElK is an extension ~f fields of characteristic 0, then any· element of E 

that is algeqraic over K is .scpai:ab!e over· K. Thus any algebraic extension 

of a field of. charactefistic 0' is a· sepa.rable extension of that field. 
. \ . . . 

'· 
We. compare separability over a' field with ~ep~rr!!?i!!!y over an int'er
mf:diate field. 

54.5 Lemma: Le't ElK. be a field exten~ion and let L be an inte'rinediate 

field of ElK. Let a E E be algebraic ow:r K. !fa is separable over K, thelz' a 

is separable over' L. 

Proof: Lemma 50,5 shows that· a is algebraic over L. Let f(x) :be the 

minimal polynomial. of a over K and g(x) tne minimal polyn6rriial.of a 
over L.· By Lemm~ 50.5, g(x) is a diviso~ of f<x). Thus any ,ro~t ·ofg(;): ·is a 

root of f(x). Since a is separable over. K, the, roots of f(x) are .all simple, 
hence, all 'the more so, the roots of g(x) are a!i simp!~ and a is·. separ~ble 

•·over L. 0 

. 
55.6 Lemiuai Let 'ElK be a field extension an"d lei L. be a.n · interinedi(lte 

field of E/K. The~z E is separable over L and.L is sel?arcible over K. 
. ' ,_ . . . 

Proof: Assume that E is separable over K, We are to· show that (1)· E is 

algeb~aic over L. and L is algebraic o~er K and (2) any element of E. is 

separable_ over L and any ·element of. L is separable over K. Since E' is 

separable over K'. we ded~ce E is algebraic over L CLe~ma 50.5) and any 
element of E, being (algebraic and) separable ~ver K,. is a is~ separable 
over L (Lemma 555). Thus E!L is a separable. extension. Moreov'er, all 
elements of E are·· separ·able over K, S(), in particular, all ele1Jlents· in L are 

separable over. K and L/K. is a separable· extension. o . 



,. 

The converse' of Lemma 55Ji is also trUtf and will' be proved later iii ihis 
paragraph (Theorem 55 .. 19): Our next goal is to ·characterize Galois .exten-

. . . ~ ' '\ ! . ,' . ~ . . . ' . ' 

sions as splitting fields of separable polynomials. · -.. · ' · 

I. 

· SS. 7 . Theore:m: ~et ElK be a finite -dimensional field ·extensio71. Then 

the following _statements :are equivalent. 

(1) E is Galoisover'K. · ·'. 

q) E . is a separable ·~xt~nsio~ of ·K and the splittirzg field. over K of a 
polynomiaLin K[x]~ : 

(3) E is the splitji!lg field of a poljmomial in 'K[x] ·. whose,· irreducible 

factors are separpble over K. · · 
': .. f 

ProC?f: (1) ===} (2) We prove ElK' is a sepflrable· extension: .Since. ElK is a. 
finite dimensional extens.ion, · E is al-gebraic ove-r K. We -have also to. show 

that the minimal polynomial· oyer K·· of any· elem~nt u. in E is separable . ,· . . . ' . '. . 
1
over [<. This follows immediately 'from' Theo~em I 54.22. ·Hence E .is a 

. separable. ~X tension of · K. · · \. 

We must now show. that there is a polynomial g(x) in K[x] such that E ,is a 
,splitting field- of f(x) ,over K.· Let {a 1-,~; ••• .',am J. be a .K-tiasis of E an-d .let 

~(x) E K[x] be the minim?! p'oiynom~al of a1 overK (i = 1,2, ... ,m). We put ' 

· g(x):~ f 1 (f)f2(x) . .' .fm(x) E KJxl'. From Theorem S4;22 again, w~. learn" that. 

each _t;(x), hence als~ g(x), splits in E .. Moreover,. g(x) f~nnot split in· a~y 

propersubfield.L of E containinp K for if L is•an intermediate field. of ElK· 

and g'(x) splits in L, then L . contains all roots of g(x),' hen~e L · contains 
. a1 ,a2, • • .: ,am and we hav~ _ 1 

· E = sK(a1 ,a2~ ... ,ain) !;;;; K(a1 ,a2_; . , . ,am) <;;, L, · 

so E =L. Thus E, is indeed a :splitting. fi~ld of g(x) over K. 

(2); ~ (3)· Assume n,ow 'E is. separable over K and E i~ a splitting field 

over K of a polynomial g(x) in K[x]. We are to prove that :the irreducible 
facrors ofg(x) in K[x] are separable over K. Let g(X) =~ (x)fix) ... f;,.(x) be 

the decomposition of g(x) into irreducible factors _t;(x) in K[x] .. Since g(x). 

splits in ~, each {;(x) has· a _roo.t a;:E E .. Here a; is separabl~ over K because 

'E is ~eparable over, K 0 Thus: the- minimal pblynom'i_al of. ai over K is: a: 
separable poly,nomial over . K; But the minimal polynomial of a. over K. is 

. . . . . . . : . . I . ·. 

i:j/X) with some _,suitable c1 E K; because ~~ is a root of f;(x) and _t;(x) is: -

684 



.. 
- irreduCi~ie in K[x]. So_cfi(x) is separable over K and .consequently ~(x) is·. 

also separable over K. · ' _ 
. - -

(3) ~ (1) Suppose no~ E is a spiitting fi~ld of a polynomial :g(x) E K['~l 
whose :irreducibie fa~tors· in K[x] are separable over K. We put 

- RQ:= {a·€ E:acp = a·for.allcp c~ut~}-

Clea'rly · K~ ~ K. In fact K 0 ,i~ the fixe~ field: of Au tKE, hence K0 is an_ 

- intermed~at,e field of the extension ElK. }Ne prove that E is Galois over K -
by showing (i) E is Galois over_K0 ~ -~ii) A~ tKE =A ut~0E; (ill) IE:KI = iAut~i;. 
Tpese· will indeed imp_Iy 

. ·~ . 
I~:RQI = 1AutK

0
Ei- (by the fundamental · theorrm . of 

Galois theory, since ElK0 is a finite dimensional'Galois extensi<?n), 

I A u tK Ei = IAut~l (by (ii)), __ 
0 . . - -

I A ' u t~ =lE:KI . (by (iii)), . 
so _ _IE:K01 ~='IE:f\1, 

so K0 -=K 
_., 

and E is Galois over K (by <W- ·:_-

Since, for any cp E Au tkE·, -there holds' acp = a for alLa . E _ K 0, we . see that 
A ·u v~ ,;;;;;; AutK E. . ; 

- . 0-

(~)' In order to show that E is Galois ov~r- K
0

, we have to .find, ·for· 

each b E: E\J(
0

, ·an automorphism cp E: AutK E such that bcp ~ b. If b -~ E\K0, -
. • . - ' . . 0 . - . . . • 

then, by definition of K0, there is a cp .E Au tKE such that bcp ;: b. from 

AutKE.;;;; AutK
0
E; we see cp E AutK0~ ~nd bcp;: b. Thus E ~sGalois over K0~ . .. 

- (D.)-£ /K is· a finite dime'nsional extension,: hence E !K 0 is a finite 

dim~nsional extension: and E/K0 is. Galois. Th~ref?re, by the fundamental 
.. theorym of Galois theory,· the_ subgrou·p· AutKE 'of~uiK Eisa closed sub-

, 1 • • ) 0 -· 

gro~p _of 1._utK
0
E. Hence AuiK

0
E:= K0' = ((AutKE)'~' = (AutKE)'~ ~Aut~:- . 

,., " ' 

Jill) We prove IE:KI = IAutKEI. by induction on' n ;= IE:KI, ,the hypothesis 

bei~g that E be a splitting field over K of a· polyno~ial in K [x] whose 

irreducible factors (in Klx]) are separable ove~ K. . . ' . ' ' . 
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Suppose now n;;:;. 2 and suppos~ that.I£ 1:K11 = IAutK
1
E11 whenever £ 1/K 1 is· 

a finite dimensional·extens.ion with 1 < 1£1:K11 < 11 such''thin £ 1 .is a split

ting field of a polynomial in K1txJ whose irreducible factors (in K 1[x]) are 

separable over. K 1• / 

Let g(x) E: K[x) be the polynomial of which_ E is a splitting field over K 

and let g(x) .= J; (x)f2(x) .. . fm(x) be the decomposition of g(x). into irreduc

ible poiynom_ials J;(x) in K[x]. The. polynomials f;(i) cannot all be of fir~t 
· degree,. for then the roots· of J:(x)' 'would be in K and, :as E is· a splitting 

. I . 

field of g(x) over K, . the field E would .coincide with K, ag~inst. the hypo-. 

thesis IE:KI = 11 >, L Thus at least one ofJ;(x) have degree > 1. Let us 

assume deg J;Cx) '= r > 1 and let a E: E be a root ofj1 (x)~ We put L = K(a): 
Then IL:KI =rand IE:LI = n/r < n. . . . . 

. . . . 
) . 

Now E is a, splitting field ·of g(x) E: L[x] over L (Example 53.~(e)) and the 

irreducible factors (i_n L [x]) of g (x ), beiog. d!visors of J;(x ), have · no 

.multiple roots and are therefore separable pvcr L .. 'Since IE:LI =. nlr < n, 
we get I E:LI = lA utLEI ·= IL ~~-by ind~c.tion. . 

In o~der toprove-IE:KI = liutKEl, i.e.~ in_ order to prove IE:LIIL:KI 

IAutKE:L'IIL'I, it V.:ill be thus sufficient to show that r = IL:KL = I_Aut~:Ll 

We show IAu.tKE:L'I = r by defining a~one-to-one ri1apping A from the set 

'R of right coscts of L' in Au tKE onto the set· of disti,nct roots of j
1 
(x) in E, 

. Let fa= al,a2, ... ,a,} be the distinct roots offl(xj in£: We pu.t : ' 

A: 'R -. { a
1 
;a2, ... ,a,}., 

L · rp -'-+ arp 

( 'P E: Au tK E; ·we know -aqJ E: f!. is a ~oot (!f/1 (x.') from Lemma 54.5). This 

mapping A is well defined, for if LJ'rp = L.'tp, then 
rptp-1 E: c 
rplji-

1 fixes each· clement ofjd -~ K(aJ 

. qJIP-I fixes· a 

a( rptp-l) = a. 

(a·p)~p~ 1 =a 

arp =~lip . 

(L'(Jl)A ·= (L'~p)A, 
so ,\ is well defiiicd ~nd, . reading ··the lines baekwar?s, we see that- A is 

onc-to-<inc as welL It reri1ainsc 10 show· that A is onto. ·.Indeed, if ai i~· any 

. root (Jf / 1 Ln' in F. then there is a field homomorphism a
1

: K(a)-. K((i) 



mapping a to ai and fixing each element of K (Theorem 53.1) and, o:i can 
be extended to a K -automorphism cp .: E -+. E (Th.eorem 53. 7). Then A· 

. . ' ' l . ' ' 

sends the coset L 'cp. € 'R to.acp. = ao:. =a,. Hence A is onto. This gives 
. l . .l l l ' 

lA utKE:L'I = I.'RI =I {a1,a2
, .•• ,a,} I = r. The 'proof i_s complete. 'o 

Thus for finite dimensional extensions,. being Galois ·is equivalent to -
separability plus'.b~ing a .splitting field_. 

If E/K is a fi~ld .extension and E is a. splitting field of f(x) e: K[x] over K, 

then all roots of the polynomial f(x) are in E. We show more . generally 
that, if there is a root in E of a polynomial over K, -then all· roots of that 
polypomial are in E. This· 'gives a characterizatien of· splitting fields 

~ithri'itt referring ·to any particular . polynomiai._ 
I 

'55.8 Theorem: Let ElK be a finite dimensional field extension, The 

following statements are equivalent. 

(1) There is_~ polynomial f(x) e::K[x] such tl~at E is a splitting field of f(x) 

over K. 

(2) If g(x) is any irreduciqle polynomial in K[x], and if g(x) has a root in 

E, then g(x)' splits in E. 
. . 

Proof: (1) ==} (2) Asume that g(x) e: K[x] is irreducible over K and that 

g(x) has a root u .e: E. We want to show that at! irreduCible factors of g(x) 
• ' • • II' • ' ' 

in E[x] have degree one. Suppose,· on the contrary, that h(x) e: E[x]-is an 
-irreducible (over E) factor of g(x) with deg h(x) = n > ·1. We adjoin a root 

t of h(x) toE and thereby construct the field E(t). 
' . 

No\V u and t are .roots of the irreducible polynomial g(x) in K[x], so there 
is a Kcisomorphism cp: K(u)-'+ K(t) (Theorem 53.2). j)ince. E is a splitting 
field of f(x) over,K(u) and E(t) is a splitti~g field' of f(x) over K(t) 

(Example 53.5(e)), the K.-isomorphism cp. can be extended t6 a K-. .. ~ . . ' . 
isomorphism ~p: E.-+ E(t) (Theorem 5J.1). But then. IE:Kl = IE(i):KI = 

IE(t):EIIE:KI = niE:KI >·I E:KI, a c;ontradiction. Thus all irreducible. factors of .· 
g(x) in E[x] have degree one and g(x) split~ in E~ 

(2) ==} (1) Suppose now that any irreducible polynomial in K[x] splits ·in' E 
whenever .it has a root in E. Let {al'~· ... ,am} be a K-basis of E a1;d let 
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·-~(x) E K,[x] ,be the minimal polynomial of af!o:;er !(.We put f(x) 

. "•, 

f 1 (x)f2(x) ... fm(x). We claim E is a splitting field off(x) over K. 
. . . . . • . I 

' . . 
Each J;(x) has a root ai in E~. so. each J;Cx) splits in E by hypothesis, so f(x) 

splits in E. More~v~r, f(x.) cannot sp.Iit in a proper ~~ubfield of E contain:
irig· K for if L is an intermediate field of ElK and f(x) splits in L, then all 
roots of J(x) ·will be in L, in particular e~ch a i will be in L, th.us E. = 

sK(a1;a2; .... ,am) k K(al'a2, .. ~.,am) k L. Hence E is a splitting field o(f(x) 

over K.,. 0 

Theorem 55.g leads us to 

55.9 Definition: Let ElK be· a field extension. If E is aigebraic over K 
and' if ~very irreducible· polynomial iri K [.x] that ha·s a root iri E in fact-:. 

splits in E, then f!- ~s said to be normal over K, .and ElK is called a nornzai 

extension.· 
I, . ., . ' 

With this terminology, Theorem 55.8 reads a's foiiO"';'S. 

55.8 Thcor~m: A finit.e. dimensional extension ElK is. a normal exten

. sion 1j and only if l~ is a splitting field over K of a polynon!ial in K[x]. · o 

:55.10 Thc01:em: Let ElK be a finite dimen,siona(field extension. E is 
. I • • . .. . 

· . Galois over K if and only if E is norm_al and :~epara?le over K. 
' . 

Proof: This IS irrunediate from Theorem 55.7(2) ana Theorem 55.8: 0 . . 

55.11 Th~orem: Let E/K be a finite' dimensional field extensiOn. There is 

an. extension field N.of E such that 

, . (i) N is no~mar'over K; 

( ii) no proper subfield ·of N contaitiing E is normal over K; 
(iii) IN:KL is finite.. ·, ' .. . 

.( iv) N .is Ga/r)is over K if and only if E is separable over K. · 
.I ' I·: ' ' . • ., ' ' ' 
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M or.eove r, if N' is another extension field of E with the same propertie~~. 

then N and N' are £-isomorphic. 

Proof: Let {a1 ,a2 , .•• ,am} be a K -basis of E and Jet f;(i) E K [x] be the 

minimal polynomial" of ai over K. We· put f(x) = / 1 (x)/2(x) ... . fm(x·) E K[x].· 

Let N be a splitting field .of f(x) over£, with IN:£1 finite (Theorem 53.6). 
We claim N has the. propertie~ stated above. Since IN:£1 a~d lE:KI are both 
finite; IN:KI is finite. This pro~d (Iii) .. 

To establish (i), we show . that N . is a splitting field of f(x) over K 
(Theorem 55.8) .. Certainly /(.~) splits inN, because N is a splitting field ~f 
f(x) over E. Now ~e: have .to' -prove that /(x) does not split. in_ any proper · ' 

.subfield · of N ~ontaining K. If L is -an intermediate field of N /K in which 
f(x) splits, then L "contains all roots .off(x), hence {al'a2, •• • ',am}·~ L, hence 

· E = sK(a!'a2, · ••• ,am)~ K(al'a2, :. ~ ,am)L ~ N; soL; in which f(x) splits~ is an 

intermediate field of N IE; soL = E since N is a splitting field of f(x) over 
·. . ' ' . 
E. Thus N is indeed a splitting field of f(x) over K.~ 

Now (ii). If L is a proper subfield of N containing E; then L cannot be 
normal over K. Otherwise L, containing a root a. of f(x), would in fact 

· . · I • I . · · · 

contain all roots of f(x) by normality, hence, L would contain all the roots 
. \, l ,. . . - . 

of f(x); thus L would contain E and all r'oots of f(x). Then L would co.ntain 
H, where H is the subfield of N ·generated by the roots of f(x) over E. But 

H is· the unique splitting field of f(x) which is an intermediate field of 
N/E (Example 53 .. 5(d)), soN =H ~.Land .this forces L =N. This 
establishes (ii). 

.. 

(iv) If N is Galois over K! then N. is separable over K and the intermediate 
field E of N /K is also separable o,ver K (Lemma 55.6). Conversely, if -E is 
separable over K, then ai ~re ,lieparable over K,_so f;(x) are separable 

over K and N' is a splitting field over K of a polynomial f(x) ~hose 
irreducible divisors are separable · over K. Thus N is Galois over K 

(Th~orem 55.7). 

Finally, le~ N' be any extension field satisfying (i),(ii),(iii) .. As a1 E £.~Wand 

N' is normal over K, the field N' contains all roots of the minimal poly
nomial f;<x) over K; hence N' contains all roots off(x) •. hence N' contains a 

splitting field H' off(x) over.K. Then H' is• normal over K (Theorem 55.8). 
Because of the cpndition (ii), we get H' = N'. Hence N' is a splitting field of 
f(x) over K. from Example 53.5(e), we. deduce that N' is also a splittini 
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" field of f(x) over E. Thus both N and N '. are splitting fields ·of f(x) )over E,. 
and "therefore N ~{nd'N' are £-isomorphic (Theorem 53.8). o 

-
55.12 Definition: Let£/K be a finite dimensional· .field extension. An 
extension . fiel.d N of E as .in Theorem 55:11 is called a nbrm·az. closure of E · 

over K. 

' 
Since a normal closure of E over K is uniq~e to within ·an £-isomorphism,· 

we ~~metimes speak of the -normal Closure of. E <:>Ver· K. 

The fie;d O(if2",w') is ~ normal cl~sl.Jre ofO(Tl) over 0. Lik~wise O(~.i) · 
4 

is a normal closure .of o(fi) ove~. 0. 

I 
, · ·Our nex'.t topic is ·the· so~called primitive element theorem which states 

that a finitely' generated ·separable extension is. in fact a simple extei1-

sion. ;Thi~. theorem' is due to Abel, but thefirst complete proof was given 

by·. Galois. The elements· of a flni;ely generated. s~parable ex.tension · can 
. . , 

therefore be expessed ·in the' extremely convenient. form L, a iui, where 

u is a primit.ive element of the extension and· ai are in £he base field.-. 

' . 
'55.13 .Theorem: Let ElK be an algebraic ·separable exte1ision of fields 

(lila a,b E E. Then th~re is w~ element c in K(~.b) .~uclz th~t K(~,b) = K(c). 
' \ . . . 

Proof: We distinguish two cases according as K is a finite or:an infinite 

field. 

lf·l is finite, tli~ti: K (a ,b) is finite dimensio~al over K ·(Theorem 50.12) 
and lws IKIIK(a,b):KI elements. lienee K(a;b) is finite and its characteristic is . 

p ;e 0, tl1us IF <;;; K(a,b) and.K(a;b) = !F (c) for some (·in K(a,b) (ffheorern 
p : P. • . : . 

52. I 9( I); 'c can be chosen. as a gepcrator of the cycffc group K(a,br). Then· · 

K<a.h) = K(c). 
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There are finitely. many elements 'in N. 'of the forin 

Since·K 
all these 

'bk-bi 
'. a.-a. (ij=-1,2, ... ,n; k,l = 1,2, ... ,m; i--;;:! j). ~ 

l J . 

is assumed. to be infinite, 
(bk -:b1)/(a.-: a.). Hence 

. l J . ' ,. - . 

aiu + b1 -;;:! ap + bk 

there is a u E K which is distinct from 

unless' i =;=j and k =l .. ' (*) 

With this u, w_e put c =au+ b = a 1(l + b'
1 

•• We elaim K(a,b) = K(c).· Certain!y 

K(c) ~ K(a,b). in ord~r to pr~ve'~K(a;b) ~ K(c): w~'irnist show a,b E K(c). 

Since. b = c- au, the rdation a E K(c) implies b E K(c). Hence ~e. ~eed 
only prove .a E K(c}.' We do this by sn~wing x- a E k(c)[x]. We. shall see· 
thatx- a is a'· greatest common· di'visor ~f two polynomi~ls in K(~)(xJ. . 

Now a.= a
1 

is a root.'of f(x)and.of g(c -·ux.).' !fhese are poiynomials in 
K(c)[x]. Thus x- a is a divis?r 'of the greatest common. divisor off(x).and 

· g(c - ux). On the other ~anel, any root- ai off(x) distinct from ·d1 cannot be 
_a root of g(c- ux), because then c- uai would be .a root of g(x), hence ai 

would be equal to one of b ;_ b1 ,b2, , :. ,bm, contrary to~(*)~ Thus a = a 1 . is 
the only common root. of f(x) and g(c- ux). Thu~(x- a is a greatest 

comm~n divis~r _ 6£ the poly1\omials f(x) and g(c - ux) _in K(c)[x] and x.- a . 

itself is in K(c)[-7]. This gives a E K{c) .and completes the proof.. o 

. We ·can now prove that every ·finitely generated aigebi:fiic separable· 
extension is a. simple extension .. 
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. 55.14 Theorem: Let ElK be dn algebraic ,separable extension of fields 
and assume E = K(a1 ,a2, ••• ,am): Then there: is an element c in E such that · 

E::;; K(c). 

Proof: We make ·induction on . m. The· claim is true . when m = 2 by 

_The~rem 55.13 (withE =K(a,b)). If tl;~ assertion is proved form,- 1, then 

K(a1,a2, ••• ,am~J) = /f(c
1
) for some c1 and. therefore we h:n•e K(a 1,a2, .•• ,am) 

_ = K(aj,a2, ••• ,a~_ 1 )(am) = f((c
1
)(am) = K(c1,a

11
) = K(c) fof'Some c £ K · o 

We· give a useful .c.haracte~ization ·of simple algebraic extensions, This, 

- yields an ~lter~ative proof of Theorem 55.14 . 

. 55.15 Theorem: Let ElK be Ci finite -diinens,ional extension of fields. E i.s' 
a 'simple extension of J(· if and only if the.re are ohly finitely many inter

' mediate fields of ElK. 

· Proof: Assume first 'that E is a ~imple extensjon of K, say E = K(c). We 

want to show· that there are finitely. many ·intermediate fields. We will 

. show that ~ach intenn~diate field· of ElK is unicjuely determi~ed by a 

'divisor of the minimal polynomial of c over K. 
. ' . . . 

Let f(x) · E K [xI be the mininiitl polynomial of (: over K. Let L be an 

line:mediatc field of ElK and ·let g(x) E L[x] b_e the minimal polynomial 

of c over L. The field L i~ gencr:ited ,over K by the coefficients of g(x) .. To 
. . m . / . 

. sec this,.let g(x) = 2:;a.x1 .(wlth a = l)and M·=K(a1,a2, •. :,a). Since g(x) 
q • . i=O I m , . m . 

is in L[x], w_chave {a1,a2, , .. ,am) ~L and K(a 1,a2, ••• ,am)~ L. Thus M ~ L 

~ :~nd IE:MI > IE:LI = IK(c):LI = IL(c):Ll = deg g(x) = m. On the other hand, c _ 

is a r~>clt of a polynomia.l g(x) in M lxl of degree m, so the degree of the 

rninirn£tl polynomial of c over M is at -most m, so IE:MI:::: IK(C):MI = 
IM(c):Ml :::;;; m (Theorem 50.7). Therefqre IE:MI = m = IL(c):LI =.IE:LI and 

consequently .J/,:KI = !M:KI. Together with M ·!: L, this gives M = L (Lem~na'. 

42: 15(2)). 

There fun: each . intcrrneuiate fieiJ L cf ElK is uniquely· determined by 

the ·minitnal polyitomial ,!!(X) of the ·primitive. elcmeitt cover that .inter

llll"dial<: field / .. We know g(.t) divides /(x) in l-lxl (Lcmm;t 50.~): Let N 1 



I .· 

'be a. norii1al closure of E ova k. Then N corititlns all roots 
1
of f(x) and fcx) 

I 

,splits inN. Of course ~:(x) dividcsf(x) inN[x] and; since Nix] is a.unique 

_ faclori~ati~n .domain, t;(x) is a product.of some of the linear factors of 

f(x) inN [x ]. Si~ce, in N lx]. there a~e 'only fi~itely rnany l}l~nic: divisors of 

f(x), there. is only <i finite nuiriber of possibilities. for g(xJ and there are 

only a finite n[nnber. of intermediate fi~lds L. 

:Assume conversely .that .there arc only a finite number of intermediate· 

fields of E/K. If K is finite, so is E and E is a simple exte.nsion of its prirhe 

subfield and of K (Theorein S2.19(1)). So we may suppos~ K is in(inite. 

\Ve choose an elcme1it c in r;; such that IK(c):KI is i1s large· as possible. In 

other words; )K(c):Ki ? iKl[J):KI for (my b E £ ... With this ·i:, we clain1 E = 
K(c). Otherwise, there. is an e E E\l((c), As k r:mges through· the infinite 

set K,. we get finitely /many intermediate fields K(~ + ek). ~·hus ihcrc arc 

k and k' in ;K s.uch that k ;z~ k' ;uicl K(i.: +'ek) ::::: K(c + .ek'). ·Then c + ek and 

i: + ek' are in K(c + ek). then their clifference· e(k- k') is ino'"K(c +ek), then 

e is in K(c + ek), hence· ek is also in K{c + ek) and fii~ally c = (c + ek)- e,k ··· 

isin K(c + ek). Thus e,c E K(c + ek), So K(c) <;;; K(c + ek). Since e E K(~: + ek)' · 

·.and e _ri. K(c), we gc} K(c)c K(c + ek) .and thus IK(c):KI < IK(c + ek):KI 

(Lemma 42.15(2)), a contradiction, Hence E = K(c). . . o 

-
Theorem 55.14 follows \'<;ry easily frpm Theorem 55:15 .. Suppose E 
K{a

1
,a?, .... a ) is an :dgcbr;1iG SCJ_Jarable exten_sion of K. We_ find a normal · 

·'"" . m 
closure N of K C't':r 1;;. Then N i~ Galois over K. <llld finite dimensional over . 

I\. (Theorem 55. t i). The Galois group -or the extension N IK is thus finite 

:md. it h<is fir1itely 1ilany subgroups. By the fundamental theorem of 

Galois theor;:,· there are finitely m:my intenncdiate fields of Nlf\ and so 

finitely many intermediate fideL>· o~ E!K. Theorem 55.15 states !hat ~is a 

simple extension of K. . 

. . 
\Ve proceed io prove the converse of Lemma 55.6. We need .some 

pr.::patory ·lemmas, which inc or intrinsic interest as· well~ 

55.16 'I.nnma: L;:: 1~/K fy on t:Xlensioli of' fields fl[ chor:u;ta·isti(· p ~ 0 

-and let a: c:: z;; .. !i.l·sueze o is iilge!Jrafc (,ver K: Then o is s~;pamhle over K if' 
nne! on(\' if K(a) ~-= ,'\·(((). 
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Proof: Suppose first that a is separable over K. Then a is also separabl~ 
over K(aP) by Lemma ~5.5:- Let g(x) EK(aP)[:x] be the minimal poiynoinial 
of ·a over K (aP). Thus all roqts of g(x) are :simple. SinC<e a is a root of the 
polynomial xP .:. aP _E K(aP)[x], we have g(x)ixP - aP iriK(aP)[x]. Therefore 

g(x)ixP- aP and g(x)l(x- a)P in E[x]. So g(x) ,;, (x- a)m for some m such_ 
that I .;::;;; m .;::;;; p. Since g(x) has no multiple roots,. we get m· = I. Then g(x) 

= x- a E ·K(~P)[x] and consequently a E K(aP). This gives K(a) !: K(aP) and, . 
·since K(aP)!: K(a) in any case,,we obtain K(a) =K(aP). · . 

Conversely, suppose· that K(a) = K(aP). We .want to showthat a. is separ- _ 
able over. K. Let f(x) be the -minimal polynomial of a over K. If a is not 

separable o~er K, then f(:f) has the form f(x) = g(xP) for some g(x) E K[x]. 

Here 'g(x) is irreducible over K because g(x) is not a unit in K[x] (for f(x); · 

being jrreducible over K, .is not a unit in K[x]) and any factorization g(x) .= 

r(x)s(x) With deg r(x) ~ 0 ~ ·deg s(XJ . would give, a proper facto~izatiori • -
: f(x) _;, r(xP)s(xP) with deg r(xP) ~ 0 ~ deg s(xP), contrary to the irre-. . 

ducibility off(x) over K. Clearly g(x) is a monic polynomial and, since 0 = . 
f(a) = g,(aP), we sec that aP is a root of g(x). Thus g(x).. is the minimal· 

polynomial of. aP over K (Theorem S0:3); Qf course- deg· f(x) =·p·deg g(x). 

IK(a):KI = deg f(x) = p(deg g(x)) > deg g(x) = IK(aP):Ki. 

Hence K(aP) i:! a proper subspace of the K -vector space. K(a) (Lemma 
42.15(2)), contrary to'the hypothesis K(a) =-K(aP). Consequently, K(a)'= 

K(aP) implies that a is separable over K. o 

55.17 Lemma: Let ElK be• a finite dimensional extension of fields of 

characteristic p ~ 0, say IE:KI = n. Then the following are equivalent. 

(I) There isa_K-basis (u1,u2, ••• ,un) of£ such tfwt (u 1P,u/. , .. ,u/) is also a 

K-hasis of E. . , 

(2) For all K-bases (t1,t2 , •.• _,tn} Q/E, (t{,t/ • . ::,t/) is also aKcbasis of E. 

(3) E is a separablt! extension of K. 

Proo~: (I)= (2)Let·(~1 .u2, ••• ,un} bea such a K-basis·.of E that 

(u/.u;{ . ... :u/} 'is :ilsoa K-basis of E and let (t1,t2, ; ... ,tn) be an arbitrary 

K-basis of£. In order to show that (t/.t/ .... ,t/) is aK-basis of'£, it 

s~ffices to
1
provc that (t

1
P,t/ • ... ,t/} spans E over K (Lemma-42.13(2); t/ 

are mutually distinct since tf'- tP = (t
1
.- t.)P ~ 0 fori~ j)' and thus i.t 

I j ~- . 

. , 
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f .. \ ' ' 

ff . that P ( P P P) f II . - 1 2 · ·B h., . · su Ices to prove,_ ui E sK· 11. ,12 , ... ,1n or a ~ .-. , , ... ,n. ut t IS IS 

obvious: we. have 
. I 

(2) ==*. (1) This is triviaL 
• • I ' 

. , 

for some k. E K, 
·1 

for' some kP'E K; 
. ' . . 1 ' 

(2) ==* · (3) Suppose now that· {1/,1/, ..• ,t/} is· a K-basis of E whene.ver 
. . . . I . 

[11 ,12, ••. ,1n} is. Every· element ·in E is algebraic ovyr K .because· El~ is a 

finite dim~nsional extension :(Theo;em 50.10). "T.hus we are·· tO sh.ow that 
every· elemen~ b ·of E is separable. ~ver K. We do this by provi~g K (b) . = 
K(bP)·(Lemma 55.16). 

•, . 
Le.t bE E:Weput r = IK:(b):KI.'Then r ~nand '(ti,b2, ,; •• ,br-l}'is .a K~basis 
<DfK(b). We extend the K-linearly independent subset {l,b,b2; .:.',6r-l} of E. 

to a K -b~~is {1 ,b ,b2: .•• ,br-~ ,cr+ 1, •.• ,'en } of E, as is possible by vi.rtue of 

Theore~·. 42.1.4. Then. { I,bP;(bP)2; ••• ,(bPy-1 ,c/ +1, : .•• ~,c/} is- also· a K -b~s~s of. 

E by hypothesis and -so { l,Q~,(bJ1)7, . ,·. ,(bPy-1} is a K ~linearly independent .. · 
'·subset of K(b). Lemma 42.13(1) states_that '(l.,bP,(bP) 2: ••. ,(b~'y.:1 j &pans· 

' K(b) over K.· So K(b) r;;.sii,bP,(bP)2, 00 0 ,(bPy-1) r;;. K(bP). This proves K(b) = 
. ~ . ' I 

K(bP). Hence b is separable over K. 

(3) ~-,(~)We assmne E i~ separable over K .and {11 ,12, •.. ,1n} is a K -b'!-sis 

of E. V:te want to show -.that {1/,1/ • .. : ,1/} is a K~basis cif £>Since 1/ ~- tf 

·. 'for.i--;r.j; the set {1/,t/, ... ,1:P} ~has ex~ctly n = IE.:Ki elemenls·and,,in view.· 

. of Lem~a: 42.13, it suffices F> prove that. U/ ,tl ,' ... ,t/} ~pans E over K. 
' '• . . p p .. p . . ' . 
So we put·L = sK(t! ,12 , ••• ,tn ) and try to show L =E. 

•, " ' 

Our first step will be to e'stablish that L is a subring of E. In order to 
prove this, we .'must only sl10w that L . is closed 'under multiplic~t~on .. If a 

= f.a.1P,antl b ~ i,b.t
1
.P.are .~lements of L'(a.,b. E.K),-then ab = f.a.b.1.PtP,·· 

. . _I I , . 1 : ' . I 1 , • ' ... I 1 I . 1 . 
· 1.'?' 1 · · 1= I · . · . . · IJ= 1 

andL will cl~sed tinder 'm1~ltip1icatlo~ {Jroyided ;/tf E L. As {11't2 , .... ;tn} . 

.I 
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n 

is a K-basis of E, there are elements cijk in·'\, with titj = L c ijktk and .so 
. ' iJ=l . ' 

n . 
P . P - "" P P ( P . P · P) - ·L. Th L' . . b . .f. E titj -z..cijik-EsKt1 ,t2 , ••• ,tn_-. _,_us 1sasunngo , 

. _iJ=d . ' . . •. - . . . ·. i ' 

Since L contains K and ft/ ,t/, . : . ,t/}, and 'L ·is contained in the ring 

~[t/ ,t/ ~ , · .. ,t/1; we get L = K[t)P ,t[ ... ,t/1- Now for each i = 2, ... ,n, the· 

element t{ is algebraic over K, so algebraic 1over K(i)P,.,. ~t;~ 1 ) and so 

K(t1P, ••• ,tl1)[t)'= K(t)P, .. .' ,tf-1){t;) (Theor.em 50.6) and repeated . 

.. ·application 6f Leinma 49.6(2), Lemma 49.6(3) gives L = K[tt,t/ •... ,t/1 · 
- K( P P P) Th L - 'K( P P 'P) d L :·. .. ·f. f' ld. - t1 ,t2 , ••• ,tn . . us . --:· t1 ,t2 , ... ,tn . an -IS m act a 1e . 

- ~ . ' . . . . ' ' . . 

We now prove E =K(t1P,t/. ; ... ,t/). Let.a .be an arbitrary t:lement of E. 
• I • ' , ' • . 

. Theii a is algebraic over K· and over L (Lemma 50.5). Letf(x) e: L[x1 be 
. the. minimal polyn~mial of a. over_L. Since a £ sK(t1,t2 , ••• ,tn) and . 

therefore aP e: sK'(t1P,t/,· ... ,t/) = L, we see xP- aP ·E L[x1 and a is a root 

of xP- aP; Thus f(x) divides xP- aP in L[x1: We put xP- aP = f(x)eg(x), 

where e ;;.·I, g(x) E: L[xl\{0} ~nd {f(x),g(x)),., I. in L[x1. T~king derivatives, 

we obtain 
0 = ef(;)e-lj'(x)g(x) + fCx)g '(x), 

g(x) divides f(x)g'~x) in L[x1, 
g(x) divides g'(x) In ·L[x], 

. g'(x) = 0, 
·. · 0 ::: ef(x)e-If(x)g(x), 

and since E is separable over K, heref(x) ~·o, sof(x)e-If(x)g(x)'~ O•and 

e =Oin L, 

pie in l., 

·'. 

e = pm for ·some m· e: N, 
p = d_eg(xP- aP.) = pm(deg f(x)) + deg g'(x); 

m =I, deg f(x) =I ~nd g(x).= 0, . 

e = p and g(x) = I (comparing leading c~efficients), 
(x- a)P =xP- aP =f(x)P, · 

x- a =f(x) E L[x], 

and-~ e:_ L: This proves E r;;, L .. Hen~e E = L = sK(t)P,t/, ... ,t/) and thus 

{t)P ,tl, ... ,t/} is a K -basis of E, as- was to be proved.'. o 
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55.18 Lemma: Let ElK be a field extension and a E E. Then K(a) is a 

separable extension of K if ani on~y if_ a is separ~b~e- over K. 

Proof: If K(a) is separable over K, then every element of K(a) is separ
able over K, in particular a is separable . over K. Suppose now a is separ
able (thus algebraic) over K. We wish to prove that K(a) is separable 
over K. The case char K = 0 being trivial, we inay assume char K = p ~ 0. 
Let n= IK(a):KI. Then {l;a,a2, ~ .. ,an-I} is a K-basis of K(a) (Theorem 50.7). 
Likewise {1,aP,(aP)2, ••• ,(aP)"'-1 } is a K-basis 'of K(aP), where m = iK(aP):KI. 

Since a is separable over K, _we have- K(aP) = K(a) (Lemrna 55:16) and m = 
IK(aP):KI = IK(a):KI = n. Thus (I ,aP,(aP)2,. ~.,(aPr'} = (1P,(a)P,(a2)P, ... ,(an-I)"} 

isalso a K-basis of K(a). Thus K(a) is separable over K by Lemma 55.17. o 

55.i9 Theorem: 'Let ElK be a finite dimensional field ex_tension an_d let 

L be an intermediate field of ElK. Then E is separable over. K if and only 

if E ·is separable over L and L is separable over K. 

Proof: If E- is separable, over K, then E is separable ·over L and Lis 
separable over K (Lemma 55.6). Conversely, suppose that E is separable 

over L and Lis separable over K.· We are to show that (I) E is algebraic 

over K and that (2) any element in E- is separable over K. Si~ce ElL and. 
LIK are· separable extensi<ms, they are algebraic extensions and ElK is. 
als~ algebraic by Theorem 50.16. Now the separability of E over K. The 
'ca~e char K- = 0 being 'trivial; we assume char K = p ~ 0. As ElK is. a finite 
dimensional extension by hypothesis, IE:LI and IL:KI are finite (Lemma 

48.14). Ler IE:LI = n and IL:KI = m. 

Since E is separable over L, there is an L-basis {al'a2, ••. ,an} of E such that 

{a/,al,.:. ,a/} is also an L-basis of E and, since i is separable over K, 

there is a K~basis {b1,b2, •. ~.bm} of L such that {b/,b/; ... ,bmP} is also a K- · 

basis of L (Lemma 55.17). Then {a.b.} is a K -basis of E by the proof of 
. I J . 

Theorem 48:13, and likewise {a.PbP} is a K-basis of E. Hence {a.b.} is a K-
. . I J _1, J ' 

basis of E such that {(aib)PJjs also a K-basis of E .. From ~emma 55.17, it 

f~llows that E is separable over K. o 

We close this paragraph with a brief discussion of perfect fields. 
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55.20 Definition: Let K be a field. If char K = 0 or if char K = p ;:: 0 and 
for each a E ~, there is a b E K such that a: = bP, then K is s_aid (o be 

perfect: 

Thu~ in case charK =p ;:_ 0, K is a perfect field if and onlyi~-the field 

homomorphism rp: K.:.:... K is onto K. The~ for each 'a E .K, th~re is a _ 
u- uP 

unique b E K such that a = bP, for rp is- one-to-one. This unique b will be 

~denoted. by ~--;;. -

For example, every finite field is perfect, for if IF is a finite field and 
q --

char 'fq = p;:: 0, then the one-to-one-homomorphism rp: 'fq---+ 'fq (u---+ uP) is 

_'f /linea_r and thus ont? 'fq by Theorem A2.22 (or, more simply, because 

the one-to-one mapping from the finite set- 'f q into 'f q must be onto 'f q). 
- . 

55.21 _Theorem: Let 'K be a field. K i.~ perfect If and only 1f every irre------: 

ducible polynomial in i([xj Is separable over K; 

Proof: The assertion is trivial in case char K = 0, so assume that char K = 
- p;:: 0 . 

. suppose first tluit K is perfect.-Now, if f(x) E K[xj is not separable over K, 
m 

then f(x_) = g(xP) for some g(x)E Klxl. say g(x) ="L_a/ and 
- - ' i=O -_-

. · m m m · 

f(x) = g(xP) =I a/P = I(~ a)PxiP = ci ~ ai xi)P, 
i=O i=O i=O 

f(x) canriot_ b~ irreducible- over K. Thus, if K is ~ perfect field, then every 

irreducible polynomial in Klx] is separable over K. 

Conversely; Stippose _that- every irreducible poly~omial In K[x] is separ~ 

able over K.- We \vant to show that K is perfect. Let. a E K. We must find a 
. . . ' 
b in K with IJP = a. So we co,nsider the polynomial xP ·_ a E K[x!. We adjoin 

a root ~-;;of _x"- a to~- arid. o~tain the field K(~-;;y (possibly K cK(-(/-;;)). 

Then, in K(-(/-;;)ld. we have the factorization xP- ~ = (x- ::J--;i)P. The mini-· 
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mal polyno~ial of ~-;; over K is thus (x - ~·-;;)k for sonie k E { 1,2, .. ~ ,p}. So 

(x..., ~-;;l i~ necessarily irreducible and, by hypothesis, separable over K 

and has therefore no. multiple roots. This forces k = 1. So the minimal 

·polynomial of' .!J-;; is x ~·<.!J-;] E K[x], which gives ~--;;. E K • . as was to be 

proved. 0 

Consequently every algebraiC extension· of a perfect field K is separable 
over K. ·.Theorem 55.21. yieids .·the corollary. that every algebraically 

closed field is perfect, since any irreducible polynomial in an algebraic
ally closed field is of first degree and has therefore no multiple roots (is 
separable over that field); 

Exercises 

1. Find a normal clo~ure of 0('/3.~) over 0. 

2. If ElK is a field extension and IE:Kl = 2, show that E is normal over.K. 

3. Let ElK be a field extension with IE:Kl = 3 and assume that E is not 
normal over K. Let N be a normal .closure of E over K. Show that IN:Kl = 6 . ' . 

and that there is a unique intermediate· field L of N /K satisfying lL :Kl = 2. 

4. Let N IK be a field extension and assume that N is normal over K. Let L 
be an- intermediate field of N I K. Prove that L is normal over· K if and 
only if E is (K,N)-stable. 

5. Find fields K ~ L -~ N such that N is normal over L, L is nonrial over K 
but N is not normal over K. 

6. Find fields K !:;; L !:;; N such that IN:Kl = 6, N is Galois over K but L is not. 
Galois over K. ·· 
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7. Find fields K !;;;; L!;;;; N such that IN:KI is finit~. N is normal over K butL 
is not nonilal 'over K. 

8 .. Find primitive elements for the . extensions ~ c..J2,...J3), ~ c-..J2..f3.-J5), 
~c-..J?:.o. ~c-fi.~) ~f ~-

...... ' . 

9. Find ~ splitting field K over IF 3 of (x 2 + 1)(x2 + x + 2) E f 3 [x] and a _ 

primitive element, of K .. 

10. Let p be a prime number and x,y two distinct indeterminates over fp. 

Let'£ = f (i,y) and K ·;, f (xP,yP). Show thaJ E is not a simple extension of 
. p . p . ·. . - . 

K arid find infinitely many intermediate fields .of ElK. 

· 11. Prove the following generalization of Theorem 55.14. If K is a field, 
K(a1 :a2, :; • ,am) is an algebraic extension of K and a2, ••• ,am are separable, 
over K, th_en K(a1,a2,' ••• ,am) is a simple extension of K. 

12. Let K be ·a field and K(a1 ,a2, .•• ,am) a finitely generated extension of K. 

Show that K(a1 ,a2, ~ .. ,am) is separable over K if and only if all a1 ,a2, ... ,am 

are separable over K . ... 
; 

i 3. Prove that .Theorem 55.19 is valid , without the hypothesis that E be 
finite dime~sional over · K. (Hint: Reduce the general case to. the finite · 
dimensional case.) - · 

· .14~ Let L and M be intermediate fields of a field extension ElK. Prove 
that, if L is separable ~ver .K, then LM is separable over M. 

15. Prove that every finite dimensional extension of a perfect field is 

perfect. 

16. Let ElK be. a finite dimensional field extension. If E is perfect, show 

that K is also perfect. 

.' 
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§56 
Galois Group of a· Polynomial 

In this paragraph, we, give some applications of Galois theory to the 
theory of equations. We shall introduce result:ints. and discriminimts. 
and then discuss polynomial equations f(x) = 0, Where f(x). is of degree 
2,3,4 ... 

56.1, Lemma: Let K be a field and j(x) = anxn + an_lxn-l + ... + alx + ao· 
g(x) = b~xm . .f. bm_ 1xm-l + · · · + /yt + b0 be nonzero polynomials i1z K[x]\k. 

Assu'!'e that at leQst one of an,bm is distinct from 0. Then f(x),g(x) lzm·e a 

nonunit greatest common divisor in Klx I if and only if there are nonzero 

polynomials g1 (x)J; (x) E K[x] such that 

· f(x)g
1
(x) = g(x)f1(x) and deg J;(x) < n,.deg g

1
(x) < m. 

Proof: One direction is. clear. If f(x) and g(x) have a rionunit greatest · 
common divisor h(x) in K[xj; then f(x) = h(x)f1(x), g(x) = lz(x)g 1 (x) ·with 
some suitable .t; (x),g1 (x) in Kfx] and · 

deg /i(x) = deg f(x) - deg h(x) <: n - deg h(x) < n 

since deg h(x) is greater than zero. Likewise deg g
1 
(x) < m. We have of 

course f(x)g
1 
(x) = J; (x)h(x)g1(x) = f 1 (x)g(x). · 

Conversely, assume f(x)t;1(x) = g(x).t;(x) for some nonzero polynomials 

f 1 (x), g1 (x) in K[x] satisfying deg J; tx) < n and deg g1 (x) < m. We put 

h(x)"" (f(x),g(x)). We want to prove deg h(x) > 0. Write f(x) = h(x)F(x),, 
g(x) = h(x)G(x). Then (F(x);G(x))"" 1 and f(x)g 1(x) = g(x).(1(x) ·gives 
F(x)g1(x) = G(x)f1 (x). Suppose, without loss cif generality, an ~ 0, so that 

deg f(x) = .n. Now F(x) divides G(x)J;(x) and, as (F(x),G(x))"" 1, F(x) divides 

f 1 (x); thus. deg F(x) <: deg J; (x) < n = deg f(x) = deg F(x) + deg h(x) and · 
we get deg h(x) > 0~ This con1pletes the __ proof. o 

Let K be a field and ji(x) = (1' xn +a xn-1 + ·; · +ax+ a 
n n-1 I 0' 

g(x) =b xm + b xm-1 + · · · + b x + b m m-1 1 0 
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two polynomials in .K[x], where- a~~ 0 or bm ~· 0, so that deg J(x) = n or 
deg g(x)=:= m. From Lemma 56.1, we know that f(x) and g(x) have a 

nonunit greatest common divisor in K[x] if and only if there- are elements . . ' 

cm-J'~m-2' •.. ,c1,c0,dn-J'dn-2' ... ,d1,d0 ; ·where at least one ci ~ 0 and at least 
one d. ~ 0, such that 

. - J . . 

(axn.+a xn'-__J+···+ax+a)('c xm-J+c _xm,;,2 +···+cx+c) -. ___ n n-J · I . 0 m-J m-r I 0 
= (b Xm + b -- Xm.:.J + · · · + b X + b )(d Xn-J+ d Xn-2 + · · · .{ d X + d ). (*) ·· m m-J _ I 0 n-J _ _n-2 . I 0 

This polynomial equation is equivalent· t.o · the sy_stem of equations: 

a c = b d n m-1. · m n-J 
ancm-2 + an-Jcm-J = bmdn-2 + bm-Jdn-J 

a c · +a- c +a c · = b d + b d + b d n m-3 n-J .m-2 n-2 m-J m n-3 m-J n-2 m-2 n-J. 

a1 c0 
+ a0c1 = b1 d0 + b0d1 

aoco = bodo. 

This system . can be written as 

ancm-1 -- b d 
m n-'J 

a c +·a c · · n m-2 . n-J m-J - b d' - b d m n-2 m-J n-J 
anc~-3 + an_jCm-i + a~-2Cm-J- -bd -b d -b d m n-3 m-J .n-2 m-2 n-1 

=0 

=0 
·- = o-

a;c0 + a0c1 

aoco. 

- b1d0 - b
0
d1 = 0 

or as 

". 
ancm-1 

an:-Jcm-1 + ancm-2 

an-2cm-J + afi-lcm-2 + ancm~-3 

alcm-1 + a2cm_-2 + a3cm;-3 

aOcm-1 . + alcm-2 + a2c,;,_3 

·aOcm-2 + alcm-3 

... ~ .................... . 
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- b0d0 = 0 

- b0d1 -.b1d
0 

- bodo 

=-0 
= 0-

=0 

=0 
= 0. 



We write thi~ ·system in matrix form: 

m columns n columns 

r a'! 
o· () ... () h () () () c 

1 
r. () 

m m 
:a a .() ... () hm-1. b () () c . i 0 ; n-1 n m m-2 i 

I an-2 ·() b bm-!bm 0 I () an-! an ... c m-3 
I = m-2 

J l i 
•••••• ~ ••••••••• • ••• 0 •• 0 0 ~ ••••••••••••• 

, __ 

0 0 0 ... ([() () 0 0 . .. bo l~~o l 0 

Let A denote the matrix of 'this system. Then the polynomials f(x),g(x) 

have a nonunit greatest cmnmon ·divisor if and.- only if the -matrix 

equation AX = 0 has a solution 

in which at least one c1 ;: 0 and at least qne di ;: 0. From the equation (*) 

and -the fact that K lx] has no zero divisors, we deduce that, in a solution 
X= (em-!'~.:, -d0 ) 1 of AX = 0, there is at/least one c1 ;: 0 if and only if 
there is at least one d.;: 0. Th.us the polynomials f(x),g(x) have a nonunit 

. . J • . 

greilt~st. comrnon divisor if ;;nd only if the matrix equation AX -=:_:0 has a 

nontrivial solution. This. is the case if and only if det A ·~ 0 (Theorem 

_ 45.3). Since det A = det (1. 1
, we get thatf(x),g(x) have a nonunit greatest 

common divisor if and only if det A1 = 0. We pr~ved the 

56.2 . Theorem: Let K be a field and f(x) = anxn + an_ 1xn-l + · · · + a1x + a0, 

g(x) = bm;m + bm_
1
xm-! + .. : +. fJ

1
x + b

0 
be _polynomials in K[x]\K, where at 

least one of an,bm is di.\'tinct from 0. Then f(x) and g(t) have· a· nonunit. 

greatest common divisor in Klx] if and only if th.e determinant 
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0 () 
.• o: 0 0 a a n-1 

... . a! ao n -
0 a a n-1 PI ao () 0 0 0 n . 

.. 0 0 a an-I a! ao 0 0 0 n 
~ .................. 

0 0 0 a a n-1 
.... ·a! ao n 

'b b b' bo ·o 0 0 0 0 m . m-1 I 

0 b b 
b ~- b 0 0 0 0 m m-1 I • 0 

0 0 b bin-! bl bo 0 0 0 m. 
. ' ·················· 

0 0 0 \ ... b b m-1 bl bo m 

is equal to' zero. .0 

·56.3 Definition: Let K be a field and f(x) = anxn =r.an-l·~n-l + · · · + a1x + aO' 

g(x) = bmxm +bm_
1
:Xm-l +: · · + b1x + b0 p~lynomials in K[xl. The determinant 

an an-! ... al ao 

an an-! .. : a 1 a0 

an an-! ... al ao 

an an-! ... al ao 

bm bm-l .. .- bl bo 

bm bm-l ~.: bl bo 
··bmbm~l ... bl.b() 

(empty places arc to be filled with zeroes) is called the resultant of f(x) 
and .:.:(x), ·and is denoted by R(f,f:) or by R(j(x),g(x)). 

56...1 Remark:· No_tice that an and bm can be, zero m Definition 56.3. 

There is ambiguity in this ·definition and notation:., the resultant depends· 
. . . fi···. . . -· 

riot only on f(x) and g.(x), but also on the numQer of apparent 

cocfficicn~s. a point_ neglected ii1 ;ilmos; every hook. For example, let f(x)· 

. ·=·ax"+ 11 
1
x"· 1 + · ·· + a

1
x + a

1
J ;uid J.:(X) c: ·.h xm + h -

1
xm-l + · · · + b1i + b<l. 

n n- " ._ n: m:- . 



agai':J, aryd let bm+l = 0, h(x) = b:n+lxm+l + bmxm + bm_1xm-l + · · · + bjx+ bO" 

Then of course g(x) = h(x): but R(f,h) !Jas one more ·column than. R(f,g) 
and the expansion of R(f,h)' along the first column gives R(f,h) = anR(f,g), 

so R(f,h);: R(f,g) (unless an :;: I Of R(f,g) :::! 0)~ Thus adding an initial term 

to g(x) with coefficient 0 changes R(f,g) to anR(f,g). Consequently, if 

f(x) = anxn + an_
1
xn-l + ··· +a

1
x ;·a

0
, 

g(x) = bmxm + ·bm-lxm-l + ··· +:b1x + b0 and b,n = bm-l = · · · = bk+l = 0, bk;: 0, 

G 
k k-1 ,. . . 

(x) = bkx + bk_1x + · · · + J1x + b0 , 

then g (x) is obtained from'. G (x) by adding m. - k initial terms b xm. 
m . 

b;,_ 1x~-1 , ••• , bk+lx" with coefficient 0 and so R(f,g) = anm-kR(f,G_). 

Definition 56.3 gives a new .formulation of Theorem 56.2 

56.2 -Theorem: Let K be a field andf(x) = dnxn + an_ 1xn-l + · · · + a1x + a
0

, 

g(x) = bmxm + bm_1xm-l + · · · + b1x + b0 be polynomials in K[x]\K, .. where at 

least one of a ,b is distinct from 0. Then f(x) and g(x) have a nonwzit 
\ n. m -. .. , _ 

greatest common divisor. in K[x] if and only if R(f,g) = 0. 

We give some product formulas for the ·.resultant of two polynomials.· 

These formulas make it evident that the resultant is 0 if and only if the 

polynomials have a· nontrivi<il common factor. 

56.5 Theorem: Let K be a field and ut'u2, ••• :{ln,yt'y2, ••• ,ym' indetermi

nates over K. Let an,bm be nonzero elemellts of K and let x be an indeter

minate over K distinct from all of ui'u2, ••• ,un, y pYi· ... ,y m· Letf(x) and 

g(x) be polynomials inK(u1,u2, ; •• ,un,yt'y2, •• ;,ym)[x] defined by · 

f{x) '=an(x- u1)(x-: u2) . •• (x- un) 

g(x) = bm(x- y1)(x- y2) ••• (x :- Ym). 

Then the following hold. 

(1) R(f,g) is in P[an,ul'u2 , ••• ,u~;bm,yl'y2, ... ,ym], ,.where P is the prime 

subfield of K. 
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. n m 

-c (2) R(f,g > = tt;:.br:n n n < u_i - yj). 
i= 1 j=1 

. ,n . . 
. - (-3) R(t.g).= a;:' Tig<u;>:- · 

. : - i; 1 
. m. 

(4) R(f;g)=. (--'l)mn~ Tif(yj). · 
- .·· . j=l .· 

Proof: We, put 

. ~' 

f(x) = anxn + an:..1.xn-l + ... + a1x'+ ao, 

,. 

g-_(x) = bmxm + bm_1xm-1 + · .... + b
1
x+ b

0
, 

where ai,bj E K(u1,u2, o:o•un,y!'y2, •• o,ym)o Thus.R(f,g) is a determ.inapt of a 

matrix whose entries are a0,al'~' 0 0 0 ,an,b0,bl'b2, o o o ;bm and 00 Hence the 

entries of the matrix are iri P[a
0
,a1,a2, o .. ,an·,b0,b1,b2, oo'o ,bm] and the_ deter-

minant R(f,g) ·itself is also in P[ao'a1,a2, o o o ~an,b0 ~bl'b2 , o • o ,bm] (Remark 

44o2(2))o Since each aJan, aside from a. sign, is· an elementary .symmetric 

polynomial in ·ul'u
2

, 0 • 0 ;un, and since the coefficients of elementary 

sym~etric · p()lynoinials ar~ in· the prime subfield P, 'we get 

aJ an E P[u1 ,u2, .. , ,un] for all i = 1 ,2, .. 0 ,no 

So each aiis in.P[an,ul'u2 , 0 0 0 ,un]-~ P[an,ul'it2 , o 0 0 ,un,bm,yl'y2 , 0 o. ,Ym]o 

Likewise each. bj is in P[an,u;,u2; ; .. ,lin,bm,yl'y2 , ... ,ym]o Consequently 

R(f,g) E P[a0,a1Ai· .. :,an,b0 ,b1,b2, .. o,bm] ~ P[an,u1,u2, o .. ,un,bm,yl'y2,· .. o·,ym]o 

This p-roves (l)o Now let L = P[a ,u1,u2, ooo,u ,b ,y1,y2, : .. ,y ]o We put . . n n m m . 
n m· 

S =~bn,n n (u.- y.) E L. n m _ 1 J 
i=l j=l 

m 

We have g(x) = bm il (x - Y)· . 
j=I . 

m -
g(u.) =b ·no~cu-y1.). t./ , m t 

j=l 
n n if! 

I1 g(uj) = ~ n I1 (u> yj)o 
ki i=l j=l 

n 

and thus -~ s =;= ci;: n g(u;)o. (i) 
i=l 

706 



. n..:.... . . . n 

In like manner, from ji(x) =a 11 (x-u.) =(:·1)"a II (u.- x), we get n 1 n l 
. 'i=l i=l 

n 

-~ , ~f()'j) = ( -l)"an II ( ui- yj), 
. i':'l 

m m n 

II!CY) =II.((-l)"anii (u;-Y)). 
j=l . j=l - i=l . . 
tn m· n 

IT. f(y.) =(-'l)"md"IIII (u.- y.), 
. 1 n 1 J . 

j=·l . · · j= I i= I . 

m 

S = (-l)nm~ II f(Y/ 
j=l - ~ 

'(ii) 

Now let !.
0
-(x) be the polynomial obtained by substitutir1g y. for u. in f(x). 

-- J l 

Thus f 0(x) = a
11

(X - lh). .. (x - lti-l )(i :. Y?(x '" ui+l )(x - ll
11

) 

E: P_Can,ul' • .. ,ui-1'/li+l; ... ,lln,bm,yl,y2, · ·-.Y;)[x]. 

Then ·the polynomials fo(x) and g(x) in· 

have a common factorx- y
1 

and i~erefore R(f0 ,g). = 0: 

Thus R(f,g) E: L, regarded as a polynom_!?l in 

.. has the value R (f0,g) = 0 when yj is- substituted for ur 'so R (f,g) has the 
root y .. Sou.- y. divides R(f,g)in 

J l J . 

P[an,ul' · · · ,ui-l'ui+l' · · · ,un,bm,yl ,Yz, · · · ,ym][l~J = L · 

: This is true for all i = 1:2, ... ,nand for all j = 1,2, ... ,m. Since any ui- yj is 
irreducible in L, and u. "'-y. is distinct from u .. - y .. whenever (iJ);: (i',j'), 

. l J ' . l J . 
the polynomials it. - y. are pairwise relatively prime. Thus R (f,g) is 

l_ . J . / 

divisi~le, in L; by their product · 
n m 

II II (ui- Y/ 
i= I j=l 

It follows that R (f,g fis divisible by 
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n m 

S = a:'bl II II (u i- Y) 
i=l j=l 

Let us write H = R(j,g)/S. Basically, we will argue that R(j,g) and S are 

. both homogeneous (§35, Ex. 4) of the same degree and conclude that H .is 

a constant. Comparison :of a monomial appearing in these polynomials 

will yield tnat this constant must be equal to I, whence R (j,g) = S. The 

details are rather tedious. 

n 

From (i), we see that Sla7: = II g (u) 
i=l 

=(bUm+··· )(bUm+: ... ) ... (b ll m+···) 
.m 1 . m 2 m n 

= ~ llimllzm· .. u m + ... m . n 

€ P[bm,yl'y2, ... ,y m][ui ~ll2, :; . ,lln] 

is a symmetric polynomial in u1 ,u2, ... ,un over P [bm,yl'y2, .. · . ,ym] and 
hence there is a unique polynomial h1• in n ind.elerminates over the 

integral domain Pfbm,yl'y2, ... ,ym] such that 

Sfa': =·h1(-an_ 1!an' an_ 2 /an' ... , +a1/an; ±a0 /an). 

Let us recall that lz 1 is· obtained from Sla'; by subtracting symmetric 

polynomials of the forin 

where y u/'u/2. ·. '. un._/•· 1u/• ~re. certain rnoricimials _appearing in Sta;. 

We have m ;;;. k1 by Lemma 38.8(2) since the leading monomial. of S!a': 

is h~t£1 mu2 m ... un m. A symmetric polynomial of the form above gives rise 

- !b a term 

which is (1/anl' times-~~ polynomial in P[h,~,y 1 ,y2 , ••• ,yml!a0 ,a1, ••• ,a
11

_ 1]. As· 

lll ;;;;, k I for each of !he terms in hI, we see a':h 1 is a polynomial in 

P[/Jm ,Y 1 ,y2, ... ,y ;,l!ci0,a1, .•• ,an-i ,Cfnl. Thus 

S = (ri"')(S/am) = amh
1
(-a 

1
/a, a 2/a, .. :, +a1/a , ±a

0 
/a ), 

1 n n n n- n rt-. n n n 
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(iii) 

and S = lz(a0,a~, ... ,an-l'an)' :where iz is a polynomial in 11 + 1 indetermi

nates over P[bm,yl'y2, . .._.,ym]~(Lemma 49.5(1)). 

Also 

. and, together with (iii), we. o~tain 

Thus H EM[yl'y2 , ••• ,ym][ul'u2, '_·_·,uti] is symmetric in u1,u2 , •. • _,un and 

therefore 

/ 

for some polynomial k iii 11 indeterminates over M[bm,yl'y2, ... ,ym]; which · 

gives H € M[bm,yl'y2, '··.Ym][a0,a1, ••• ,an-l'an] (Lemma 49.5(1)) . 

.Now H = R(J,g)/S = R(j,g)/lz(a0,a1, ••• ,an-l'an). Note that multiplying the. 
coefficients an:an-1' ... ,al'aO of f(x) by an indeterminate.! does not cha'nge 

the roots ul'u:i, ... ,un of f(x), but,,in view of (i), changes S to tm S, so that 

h(tan,tan-1' ... ,tal,t%) = tm/z(an,an-1': .. ,al'a0).' 

Likewise multiplying the coefficients an,an-l' . .. ,al'aO of f(x~ by an 

indeterminate t changes R (f,g) to tm R-(f,g ), as the determinant R (f,g) has 

m rows consisting of zeroes . and the coefficients of. f. Thus H does not 

change when the coefficients off are multiplied by t. But any monomial 

c:hanges then to y(t%)k0(ta/-' ... (ta,/• = tko+k1+···+k.Y%koa/1 ... a/•. Thus 

the exponent system of any monomial y% koa
1 
k1, , . a/• appeari'!gin H is 

such that k0 + k1 + · · · + kn = 0. This means k0 = k1 = · · · = kn = 0 for all 

monomials Yllokoa/1 ... a/• appearing in H and H is' a "constant", i.e., H is 

in M[b~,yl'y2, ... ,ym]~ · 

Repeating the same argument·· with S /b~ _in place of S /a:, we get_ that H 

is in M[an,ul'u2, ... ,u~]. SoH € M = P(an,bm) k K. 
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n 
Thus R(f,g) = HS for someH E: K. The· constant term in S =a: II g_(u) is 

- . .. . - . . i= 1 ·-

equal to a:b0. ~o _R(f,g) must.paye a ter~ H cJ;:b0.- N~w R(f,g)has the term 

· cJ;: b0, the product· of the entries in _the principal diagonal. Hence H = 1 and 

R (j,g) = S. This proves (2). From (i) and (ii), we . get the equations. in· (3) 

and (4). o ·. 

56.6 Lemma: Let K be· a field and f{x),g(x) polynomials of positive. 
degree in K[x], say deg f{x) = n and_deg g(x)= m. Let a be the leading 

, . . . , . .n . 
coefficient of f(x) and bm the leading coefficient of g(x). Let ri ,r2 , ... ,rn be 

roots of f(x) and si,s2, ••• ,sm roots of-g(xl in a splitting field of f(x)g(x) 

over K. Then 
... n m 

R(f,g) = a:b:, II fl (r;- sj) = 
n 

a: IIg(r;) = 
, m 
(-l)mn~ II f(sj). 

j=1 i= 1 j=1 i= 1 

Proof: In a splitting field off(x)g(x) over K, we have the factorizations 
f(x) = an(x- r1)(x_-r2):.:(x ~ rn) 

. g(x) = bm(x ·- s1)(x- s2) •. • (x- sm). 

Thus f(x) and g(x) are obtained from . 
F(x) = an<x- u1)(x ;-_ ui) .. :(x- u) 

G(x) = bm(x.:. y1)(x- y2) ... (x -·ym), 

where Ul,u2·· ... ,un,·yl,y2, ... ,ym are ·indeterminates over K, by substituting 

ri for u_i and sj for Yr Since -. 
- n m - n m 

R(F,_G) = cJ;:b~ II II (u i- Yj)= a: II g (ui) =· (-l)~n~ II fCY) 
. . . i=l j=l· 'i=1 . j=l 

by Theorem ·56.5, this substitution gives 
n m n _ m 

R(j,g) = a:b~ rr II (ri- ~)=a: rr g (ri),; (-l)mn~ IIJ<sj) D. 

. . . i=l j=l. ·- i=.l . j=l 

56.7 Lemma: Let K be a field. Let 
f(x) = anxn : an_

1
xn-l + · · · + a

1
x +a0 

he a j10lynomial of degree n -in K[x ]\K and 
g(x)::: hmx1Tl ~ hm_

1
xm-l + ··· + h

1
x +-h

0 
a polynomial in K[x ]\K, possibly .hm = 0. r'et r 1 ,r2, ... ,rn be the roots of f(x) 

in some splitiing~ field of f(x) over K. The·n 
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. . . n .. 

R(f,g);, a"' II g(r.). 
· · n i=l ' 

Proof: .Assurr1e"first bm ~ 0, LetF be a splitting field ofj(x)overK in 

which. r1 ,r2 , ••• ,rn lie and let E be a splitting fi~ld of g(.:) over F so that 
n 

• both f(x) and g(x). split con1pletely in E. Then R (f,g) = a~ fi g (1) by 
i=.l· 

Lemma 56.6. 

Assume now bm = 0 and let ·k be the largest index for which bk ~ 0. Thus

bm =·bm~l = ··· = bk+l = 0 and bk ~ 0. We_puf G(x) = bkxk + b.t-lxk-l + ... + 
b 1x + b0• We get R(f,g) = a';*R(f,G) fr()m Remark 56.4 and. ~e have R(f,G)~ 

n 
=~II G(r;) by what we have just proved. Since G (r;) = ·g(r) for any i '= 

i=l 
. ' 

l,:2., .. ,_,n, we obtain· 
n - - n . n 

R(f,g) =~-k~(f,G) = dnn-k ~lJ G(rj) = a;iTI G(ri) = ~ IIg(ri). 
' p 'i= l i= i ' ' i= t' ' 

This completes · the proof. 0 

56.8 Definition: Let K be a field andf(x) a nonzero polynomial· in K[.X] 

of positive degr~e n. Let an be the leading ~oefficie~t of f(x) and let 

;l'r2, ••• :r? be the roots of f(x) in some splitting field Eof f(x) over K. 

Then 
ifn:..z II (r.- r.)2 E E 

n . i<j ' 1, 

is called the discriminant of f(x) and is denoted by D(f)• 

I~ seems as though the disc;riminant of· f(x) depended on the_ splitting 
field E . we choose and. we had to call it actually the discriminant of f(x) in. 
E and denoted by D E(f). · ~owever, t,here is ·no need to refer ·.to the 

splitting field since the dlscri!Uinailt · is in fact an element of the field K. 
This we prove i!l the next theorem. 

In. the next theorem, if f(x) = anxn + an_ 1xn~l + · · · + a1x + a0 and f'(x) = 

nanxn-l+'(ri- i)an_fxn-2 + ... +a1, thenR(JJ') is understood to be the 

determinant. with n +' (n - 1) rows, the first n - 1' rows being 
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an an-I · · · al ao 

surrounded with zeroes and the last n being 
•. _nan (n- I)an-l ... a1 . 

surrounded with zeroes, eveh_ i( nan = 0, ('! - .l)a n-1 = 0, etc. (this happens 
when char K = p ;r 0 and pin, a n-l =- 0, etc.), In other words, we defi11e 

R (J j') as iff' is of degree n - I, although the deg~ee of f' !'flay be less 
than n - I (cf. Remark 56.4). 

56.9 Theorem: Let K be a field andf(x) a polynomial of positive degree 
n and let an be the -leading coef!Jcient of f(x). Then the discriminant D(J) 

of f(x) is in K.1n fa~t.R(f ,{') = ("'"I )n(n-l)12a D(f) . 
. · n 

Proof: Let E ··be a splitting. field of f(x) over K and let r
1 
,r2, ••• ,rn ·be the 

. n 
roots of f(x) in E. We"evaluate R(Jj'): We hilYe R(fj') = a~-1 llf(r;) by 

i=l 

Lemma 56.7. We must find f.'(r;). From f(x) ~ an(x - r1 )(x -_ r2) ... (x - rn)' · · 

we get" 
. n 

f'(x) = ~ a (x- r1) ••• (x -r. 1)(x- r.+ 1) •• ~(x- r) L.., n - ;- ) n. 
j=l . . . • 

. . • n . 
so f'(r) = an<ri,... r 1) •• :(ri :-- ri_ 1)(ri- ri+ 1) ... (ri- rn) =anTI (ri -·rj). 

. - j=l 
j>'i 

· n n n n 
Thus R(fj') = an-1f1F(;.) =an-I II (a II (r.:... r.)f= a2n-l Il (r

1
• -·r

1
.) 

n 1 n n_ 1 J n 
i= I i= I j= 1 i>'j 

j>'i 

-
:;= a_n-an2n-2 II ( r.- r.) =·a ·a2n-2 TI (r.- r.) II ( r . ..,. r.) 

• I ). n n I ) . I ) 
i>'j i<j j< i 

= an·a~n-2 rr < rj -- r) II c -1 )(r1 - r) 
i<j j< i 

. l 

= an·a~n-2 IT ( ri- rj; II c -I )(ti- ri> 
l<j i<.j 

~a ·a2n-2 IT cr._ r.). (-l)<n-l)+(n~2)+--·+2+1 II (r. _ r.) 
.n · n . .. _.1 1 . . 1 J 

I<) I<) 
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=·(-I)n(n::-ll12an·a~".~2 IJ (ri _ r/ := (-l)n(n-l)/2ap(f). 
i<j . - ' 

0 

. - -
56.10 Examples: (a) LetK be a field and ax2 + bx + c E K[x], with a ,:. O; 

The disc~imina~t of f(x) is ( -1 )a-1 times the resultant 

a b c : a b c . . :..b ""2c _ . · 
2a b 0 = 0 -b -2c = a· 2 b =a( -b2 +- 4ac) = -a(b2 - 4ac), 
0 2a b 0 · 2a. b · · 

hence the discriminant of- f(x) is b2 - 4ac. · 

(b) Let Kbe a field and x3 .:r px + q E K[x]. The discriminant off(x)is 

( -1 )3-2/21-I times the resultant 

1 
-0 

J 
0 
0 

0 p q 0 1 0 p 
l 0 p q 0 1 0-
0 p 0 6 = 0 0 -2p 
3. 0 p 0 0 3 _o 
0_ 3 0 p 0 0 3 

1 0. p. q 
0 ''--2p -3q 0 

= 0 c 0 -2p~--~ -_3q. = 
. 0. 3 · 0 'P 

q 0 1 0 .P q 
p q 

0 -2p .~3q. 0 
-3q 0 = 3 0 0 

0 
p 

p 
0 3 0 

0 p 
p 

2p 3q 0 
0 . 2p 3q = 4p3 _+ 27q2. 

3 .· 0 p 

So the discri~inant of f(x) is equal to -4p 3 - 27q2• ,. 

We now turn our attention to . polynomial equations. 

' 

56.11 Lemma: (1) Let E/K, E1JK 1 be field extensions.' Assume that there 

are field isomorphisms -cp: K- K 1 and ~p: E ~ £ 1 and that 'P is an extension 

·of~- Then AutKE ~ AufKE1• . ,: 
• I 

(2) L?t K be a field and f(x) apolynomia/ in K[x]\K. Let E' and F be two 

splitting fields of f(x) ove'r K. Then AutKE e! AutJ!<. 

Proof: (1) For any cr E AutKE, consider the mapping ~p-1cr1p: E;-+ Ej. Clearly 

'P-1cr 1p is a fi~ld iso~orphism (Le.mma .48.10). ~oreover, for .any a 1 E K I' 

" 

' .. 
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there is a unique a € K wit~ a1p = acp = a
1

, i.e.,' a 1rp-1 =: a
1
1p-l =a and a

1
1p-lcr1p 

= (a11p-l)cr1p = (a)cr1p = (acr )~ = a1p = a
1

, so 1p-1cr 1p is_ in fact a K
1
-au t~morphi sm 

of ,£1• Thus we have a mapping 

A: AutKE _,. AutK.El 
. .I 

cr 1p-1crljl 

No~ (cr-r)A.= ljl-1{cr-r)1p = (ljl-lcrljl)(ljl-!Tijl) = o-A-rAfo; any cr,T € -A~tKE, so A is a 

group homomorphism. Repeating the same argument with K,E,rp,ljl and Kl' 

. El'cP-I,Ijl-:1 interchanged, we conclude that the mapping 

' 

B: AutKEl _,. AutKE
I 

-- 6 ' -- ljl61jl-l 

is an inverse of A, ~o A is one-to-one and onto Au tK £ 1. Thus A is an 
. I 

isomorphism and we get AutkE ~ Aut;
1
E1• _ 

-' 

(2) The fields E and F are K -isomorphic by Theorem 53.8, ·so the claim 

follows immediately from part (1). o 

Th~s Galois groups of any two splitting fields (over K) of f(x) are iso

morphic. This justifies the definite article in the next definition. 

56.12 Definition: L~t K be a field andf(x) a polynomial in K[x]\K. The 

Galois group AuiKE of a splitting field E of f(x) over K is called the Gal?is 

lJTOllp of f(x) € Klx]. 

· 56~13 Examples: (a) O(i) is a splitting field of x 2 + I E O[x] over 11} and 

hcr1ce the Galois group of x 2 + 1 E: O!x] is A u~lJiO(i) ~ C2 . 

.. (b) The Galois group ofx3 - 2 fs {rp 1 ,rp2 .~3 ,rp4 ,rp5,rp6 } ~ S
3

. Here we useu the 

notation of Example 54.18(a). 

(c) The Galois group. o{x4 - 2 is {rpl'rp2,rp3 ,rp4 ,rp5 ,rp6,rp7'rpX}=<cr,r>.~Dx.llere 
we .used the notation of Example 54.18(b). We know· that D H ~ 

It.( 13 ).( 2--t J.( 12 H 3--t).( i 3 )(24 ),( 14 l(23 ),( 123 4 ),(1432)} ,;;;;; s 
4

. - -
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(d) Let p be a prime. number. Tlie field· f p• js a: splitting field of xp•·- x 
over f (Example· 53.5(f)). Hence. ttie Galois group of xP"- X € f [x) is 

. p . . - . . p 

A utFfp.[x] ~<a->, where cr is the homomorphism a_,. tiP (Example 54.18(c)). 

56.14 Th~orem: Let K ·be ilfield,f(x) a polynf!mial in K[x]\K and let G 
be the. Galois group of f(x). Then G is i~omorphic to a subgroup of a· 
symmetric group Sn. . - -· 

Proof: Let E be a splitting field of f(x) over K and let a1,ai, : . . ,an be the 

distinct roots ofj(x) in E (1 · . .;;;; n < deg f(x)). Any cp € G = AutKE maps any· · 
a. to a~. and thus gives rise to a permutation cr € S , -namely i _,. j. Thus 

1 · ; •·. . q:> n . 
cr -is given by a.cp _,. a. . 

q:> • j, IO~ 

Now the mapping cr: G _,. Sn is a homomorphism of groups since, for any. 
cp-i:J 

. q:>· 

q>,tp_€ G, we have 
· a. =a.(q>1Jl) = (a1q>)qi =a. 1P = a.{p (put-icr~ =j)_ .. · 

IO ~~ .·. l . IO ~ _} . .,. 

=a. =a< . . > =a.< · ) · _ -Ja,; ~~IJI a., .: l a"a 11 . _ . 

for' i;, 1;2, ... ,nand so cr = cr a-·. Here cp € Kef cr if and only if a.cp =a. for 
. • • . , q:>tp_ q:> 1jl • . _ · l I 

all i = 1,2, ... ,n. ·Thus· an automorphism in Ker cr fixes each element of K 
and fixes each ai" Since E is generated by ai over k (Example 53.5(d)), we 

deduce that an automorphism in Ker cr fixes all. elements of.£. Thus Ker cr 
= {zE}. So ·a- is one-to-one and ~is isoinofi?hic tofni cr .;;;;; ·Sn. . . ·. o 

The p'receding proof is quite simple. G acts on the set of distinct ro~ts of 
. f(x); and the permutation representation cr i~ one-to-one; thus G is. 
isomon>hic to a subgroup of Su, and Su itself is iso111orphic to Sn. We will 
often_ identify the Galois :group of a. polynomial with -its. isomorphic 

·images 'in Su andin Sn. · · . ,· 

The Galois. group of a polyn~mial' reflect~ many important prop~rties .of 

that polynomiaL Vfe describe _how irreducibility is · r~flectid in the Gaiois 
group. It t~r~s ·out that the decomposition of ·f(x.) into irreduCible - · 
P!>!ynomials ·is 'intimately . ~o~nected with the pa~titioiling of its r~ots 
into disjoi~t orbit~. ·-Let. us i~call that -a group G is_ said to act transitiv~ly 
on a set X provided, for any x,y E X, there is-a g € G such that xg = y 
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. -
.(Definition 25.1l). If, G ,;;;;; S acts transitively on { 1,2, ... ,n}, then we. shall n , 
call G a transitive subgroup of Sn. Thus G ,;;;;; _Sn is tran~itive if and only if, 

for any i,j E; { 1,2, ... ,n}, there is a r E G such that· ir = j. 

56.15 'Examples: (a) A subgroup ·G of Sn is transittve if and only if, for 

any i E { 1,2, ... ,n}, there is a cr E S n such that 1 () = i: The necessity of this. 

condition is clear. Co~versely, ir' the condition is satisfied and i;j are in 

f1,2, .... ,nJ: there are cr,r ~ G with 1cr = i and 1r =j, so cr-1r E G maps i toj; 
hence the condition is also sufficient. 

(b)lf H,;;;;; G ,;;;;;_ Sn and H is transitive, then G is also transitive. 

(c) A
3 

= {1,(123),(132)} is a ·transitive subgroup .of S3 for there are 

permutations cri in A
3 

with 1cri = i for any i =1,2,3, viz. cr 1 = 1, cr2 = (123) and 

CJ3 = (132). Then s3 is of COUrSe another transitive sub~i-oup of S3. On 'the ' 

other hand., _{ 1,(12) J is n'ot a transitive subgroup of s3 for there is no 

permutation cr in [ 1,(12)'} that maps I to 3. Likewise [ 1,(13)}. and { 1,(23)} are 
not transitive subgroups of • S3. ~ertainly {I} js BOt a transitive subgroup 

of S
3

. Thus A
3 

and S
3 

are .. the only transitive subgroups of S 3 . 

. (d) Let. CJ = (12.' . . n) E sn·· Then :::=cr> is a transitive subgroup of sn since lcrj 

= i for any i = 1,2, ... ,n. 

(e) If G is a tninsitive subgrOl!P ~f Sn' so is any conjugate of G. Indeed,. if 
· G is transitive and r € S, then, for any i,j E {1-,2, ;· .. ,n}, there is a cr E G 

. n ·. . 

that maps ir-1 to jr-1, i.e., i;-l cr r = j. Thus there is a a' E ·c' ·that maps i to j · 

and G' is therefore tqnsitive. 

(f) It-follows from the last two examples that <(1234 )> and its conjugates 
<(1324)>,<(1243)>·are transitive subgroups of S4 . AlsoV4 = ·· 

[ !,(12)(34),(13)(24),(14)(23)} ·is a transitive· subgroup of S
4

. From V
4

,;;;;; A4 
and V 4 ,;;;;; S 4 , we see that A 4 and S4 are transitive subgroups of S4 ._ 

Likewise D = [ !;(13 ),(24),( 12)(34 ),(13 )(24 ),(14 )(23 ),( 1234 ),(1432)} and its · 

conjugates 
.. { !,(12),{34 ),(13)(24 ),(12)(34),(14 )(32),( 1324),(1423)} 

[ !,( 14 ),(23 ).(12){ 43),( 14){23),{ 13)(24),( 1243 ),( 1342)} 
arc transitive subgroups of S

4
• On the other hand, {!,(12),(34),(12)(34)} 

and its conjugates are not trari_sitive subgroups of S 4 . 
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56.16 -Theorem: Let K be a field -and ietJ(x) E [([x] be a monic poly

nomial h~ving no multiple roots. Let B be a splitting field of f(x) imd G = 

Au tKE the Galois group of f(x): Let rl'r2, ... ,rn E E be the roots- of f(x). Let 

m 0 = 0 and mk = n. 

( 1 ). Assume tlie notation so', cbosen that 

(r1.,r2, ••• ,r 1: {r+ 1,r +2, .-.~.r ); {r +l'f +·2, ... ,r ], 
. m1 m! _ . m 1 m2 m2 . m2 m3 

... , fr +l'r· · +2, ... ,r l· · mk·l mk-1 mk .. 
are_ the disjoint orbits under the action ofG;. Put 

J;(x) = (x ~ rm,_1+J)(x- rm,_1+2) .. :(x- rm) E E[x] fori= 1,2, ... ,k. 

Then f(x) E K[x] andf.(x) i.~ irreducible in K[x],so that 
I . . I · ... , . 

· f(x) = f 1(x)f2(x) ... .fk(x) 

is the canonical· decomposition off(x) into irreducible" poljmom(als. in K[~] .. _ 

(2)Let /(x)=/1 (x)/2Cx) . .. Jkd> be the canonic;at decomposition of t<x> into 

·monic irreducible polynomials ·liz K[:X] and.let rm: 
1
+l' r m: 

1
·+2; ... ,r m. be ihe. 

roots of f.(x) (i- = 1,2, ... ,k). Then . -- •· . •· • 
. I, . . . .. ' . ' 

. {r1,r2, ... ,r} = {r1,r2, ... ,r~} u {r +1;r +2, ... ,r J..u{r +-1-,r +2, ... ;r } . n 1 . . m 1 m 1 m2 . m2 m2 • m3 • 

·· · u ... u {r +l'r +2·, .. . ,r } . 
ml-1 mk·l mk .· 

is_the partitioning of { rl'r2,.';. ,rn} into disjoint orbits under the aCtion of G. 
" . . " 

Proof: (I) We first prove that . .t;(x) E K[~]. The coefficieljts ·ofJ;(x) ~ 
(x- rmi·l~l)(x:.. rm,.t+2~':. (x.,. rm,> ~re eleii]entary sy'mmetric polynomials 

,in· rin,_
1
+1·, rln,_

1
+2, ••• ,rm( Any automorphism ·i~ G maps each_ one of these 

r~,_1 +l' r m,_
1
+2, ... : ,r m, _to one ;of ~hem again. and thus leaves the coefficients . 

of .t;(x) ·unchange<!_ .. 'so the coefficients of .t;(x~ are in the fixed field~of G. 

Now f(x) has no multiple: roots, so the_ irreducible divisors of f(x) ·are 

sepa.rable over K and, since .E. is a splitting field ()f f(x) overK, we infer£ .· 
. - . . ' .. 

is. a . G~lois. extension of K;. (The,orem 55'. 7) and the fixed field. o{ G is . 
exactly K. Hence .t;(x) E,K[x]~ ' .. 

We prove next thai i;<x) is irreducible in .K[x]. Let g(x) E K[i] be ari 
it'reduc.ible divi~6i ofJ;(x)>fn£, there'is arootof g(x), say rin. ~ 1 ; Then, 

.·" •• ·.', • . .•.: _,;·- . ..·,. ' , ' . ; ·I 1·.1 ' . : 

for·any q> E G, r;n: +I'll is also a root of'g(x)~ But {fm. +lq>: ip E G}'=orbit ·of. 
. ; ' • ' '1·.1 . . • . . - -~ ' . '. 1-1 : • ,·. . .·' : ' . . - . 

r· ·
1 

= {r 
1
, r ~2, .•• ,rmJ· Thus each of r . 

1
, r 2, ; .. ,r is a root of 

~i-l+ m;.t+ m;._t , ... ~' .· m;.t+ ,m;.t+ ..:.. . . "',;, . . ~ ·.: . : 

g(x). These roots are distinct, for f(x) has .no multiple roots. Thus g(x) has 
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at least mi- mi-l distinct roots. 'Then mi.:. mi_! 1 .;;;; deg g(x).;;;; deg t;(x) = 
mi-mi- 1 and so g(x) =_f;(x). Thus f;(x) = g(x) i~ irr~ducible in K[x]. 

lt follows that f(x) = !1 (x)fix) ... fk(x)· is the !canonical decomposition of 
,, : 

f(x) into irreducible polynomials in K[x]. 

(2) Suppose now f(x).=J;(x)f2(x) ... fk(x) is the :canonical-decomposition of 

f(x) into irreducible polynomials in K[x]. We ~re to show that the roots of 
f;(x) make up the orbit of r~. +I" Indeed, if rp it G, then rm. +lcp is also a 

•-1 " .. •-1 

root of J;(x) and thus: 
. ' I 

On the other hand, if r E E is any root of f;(x), then k(rm;_
1
t. 1) ~ K(~) by a 

K -isomorphism ljl that sends r m;_
1
+ 1 to r (Theorem ,53.2) and ljl can be 

--extended to a K -automorphism cp (Theorem 53..7; E is a splitting field of 
f(x) over K(rm;_

1
+ 1) and over K(_r) by Example 53.5(e)). So there is a cp E G 

with r · +Icp =rand any root r-of];(x) is in the orbit of r +I; Thus: 
. mi-t / l mi-l 

(r +I' r + 2, .•• ,r } k orbit ofr +I"· 
m;.t m;.t m; m;.t 

This completes lhe proof. 0 

56.17 . Theorem: Let K be a field,f(x). a polynomial of positive degree ,n 

in K[x] and let G be the Galois group of f(x). 1/.f(x) is irreducible and

separable over K, then n divides I GJ and G is isomorphic to a transitive 
subgroup of Sn. 

Proof: Let E be a sp!itting field. ?f f(x) over K. Then E is a Galois exten
sion of K (TheOrem 55.7) and; under the action of G, there is only one 

orbit of the roots of f(x). Thus G acts transitively on the s~t of roots of 
j(x) and its isomorphic image in Sn acts transitively on {1,2, ... ,n}. So G is 

isomorphic to a transitive subgroup of Sn. Furthermore, if r E E is any 

root of f(x), then K(r) is an interme~iate field of ElK and IK(r):KI = deg f = 

n (Theorem 50.7) and, by thy fundamental Theorem of G:tlois theory, G 

has_ a subgroup K(r)' of index IG:K(r)'l = IK(r):Ki = n. Son divides IGI by 
Lagrange's theorem. 0 
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We shall regard the Galois group as ~_subgroup o(S . It will be interest-
-- . --· , n 

ing to determine the role of An. This is . connected with discriminants. 

· 56.18 Theorem: Let K be a:'field such that char K ';:! 2 and let f(x) E K[x]. 
Assume deg f =. n > 0 a~'d. let E be a sp-litting field oj j(x) over K.' 
Suppose ftx) has n -distinct r?ots r1 ,t:2, .•• ,rn i'! E. Put •· 

s;:; II<rrrj> = <r1 ;.: r2><r1 - r3) •• ~<rn_ 1 .- rn> and d = s2
• 

i<j ' 

(I) Fo_r rp E AutKE ~~~Sn, there :holds Srp = S if (md only if rp is in An and Srp = · 
-S if and only if rp is in S \A : - -

.· . . n n .• . 
(2)·d, whick is an elements of E, is· ·actually in K. In fact,'d =a -<2n-2>D(j), 
. . . . . . ' . n 
where an is the leading coefficient iind D(f) is the discriminant of f(x). 

' . 

Proof: (1) We have Srp = II<rr-rr) = (r1• ~ r2.)(ri. ~ r3~) •. : (r(n-t;.- rn.), 
i<i: -

where rr = rirp. We_ divide the ordered pairs ·(i,j) with i < j into two 
...... - ' -

classes according as i' < j' or:i' >j'. Then Srp = . I1<rr-rr) II<rr-rr) 
i<j . i<j . 
i'<F c i'>F 

= . II<rr-rr) IIC-1)('j--r;-) 
i<j i<j . . 
i'<F i'>j' 

= II<rr-rr) II<-1)(r;.-rr) (interchange the duinmy Indices i and j) 
i<j ·, j<i. 

i'<F F>f 

= II<rr-rr)-. (-1i II<rr-rr) :, , (where s is the number of factors in· 
i<j . j<i 

'i'<F r>r 

:; __ 

the second . product; hence s is the 
number of inversions ·of the permuta- · 

tiop ( 11.;~: : : ;,) = rp € AutKE ~ Sn) 

= (-1Y_ II<r .. -r. .. ) II(r
1
.;-r

1 
.. )= e(rp) II<r .. -r .. ) = e(rp)II(r.-r.)_:::: e(rp)S. 

I J . · ; I· J I J 
i<j . j<i i'<j~ . i<:.j 
r<r· F>i' -
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. This proves ( 1 ). 

(2) · The. 'equation d = a -<2n-2)D' (f) is immediate· from the definition of 
n 

discriminant (Definition 5'6.8). This implies of course thin d is in K, since 
D (f), being a -I times· a determinant of a matrix with entries in K, is an 

n . 

element of K. Alternatively, we have 8cp = '~'8 and thus dcp ,; (8 2)cp = (8cp)2 = 
('~' 8? = 82 = d for any cp E A utKE. So d is in the fixed field of A utKE. Since 

the roots of f(x) are. simple by hypothesis, the irreducible divisors of f(x) 

are· separable over K and thus .E is Galois over K (Theorem 55.7), so the · 
fixed field of Au tKE is K and dis in K. o 

56.19 Theorem: Le{ K be a field such that char K "f 2 and lei f(x) E K[x].

Assume 'deg f.= n > 0 and lei E be a splitting field of f(x) over K. 
Suppose f(~) has n distinct roots rl'r2 , ••• ,rn in E so tlzat E is a Galois 

Proof: In the Galois correspondence, the subgroup of A utKE correspond
. ing tQ. the intermediate field K(8) is 

K(8)' = J cp E AutKE: acp =·a for all a E K(8)} 

= fcp E AutKE: 8cp = 8} 

= {cp E AutKE: cp E An} 

=AutKEnAn . 
by Theorem 56.18. In particular, AutKE <An if and only if AutKE nAn= 

AutKE, so if_and only if K(8)'= AutKE = K', hence if and_ only if K(8) = K, 

hence if and only if 8 E·K.'- · 0 

We ·now study Galois groups of polynomials. of degree 2,3,4. We start 

·with q~adratic polynomials. 
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· 56.20 · Theorem: Let K be a fi~ld andf(x) an irreducible polynomial ·in 

K[x] of degree 2. Let G be the Galois group of f{x), regarded as a subgroup 
of Sr Ifj(x) is s_eparable over K_, then G = S2 = C?.- If f(x) is not separable 

over K, then G = 1. 

Proof: If f(x) is separable over K, then G is a transitive subgroup of S2 
(Theorem 56.17). :Since S2 is the Ollly transitive subgroup of S2 , the result 

follows. If f(x) = ax2 + bx + c is nor separable over K, then f(x) = 2ax + b = 
. 0, so 2a = 0 = b (and Q 7 0), so char K = 2 and f(x)= a(x2 + e) for. ~orne 

suitable e e: K, and ·a splitting field of f(x) ·over K Is K(r), wherl? r is a:· root. 
of f(x). Then any <p in·G maps r tor -a~d thus fixes K(r). This means G 
consists of the identity mapping on K(t). Hence G ::::: I. 0 

56.21 T~eorem: Let K be a field and f{x) an irreducible sgparable poly-. 
nomial in K[x] of degree 3. Let G. b_e the Galois group of f{x), regarded as 
? subgroup of S3. Then G = S3 or G.= A3; More specifiCally, if:char K-7 2, 
then G = A3 in case D (f) is the square of an element in· K, and ·G = S3 in : -

case D(J) is not ·the square of any element. in K. 
. . 

Proof: G is a transitive subgroup of ,S3 (Theorem 56.17). Since S3 arid A3 . 

are the only transitive-- subgroup_s of S
3 

(Example· 56.15(c)), the ies.ult 

follows . 

. f'.ssume in· addition char K;.! ~: Then G =A/ if and only if 8 e: K in the . 

notation of Theorem S6.19: Since 8 2 = a
3 
-4D (f), where a3 is the leading 

-coefficient of f(x) (fheorem 56.18), we conclude .G = Aj if and only if . 

a3-:"D (f) is the square of ·an elerpe11t in K, thus it and only if D (}) is die. 

·square of an element in K. 0 

56.22 Examples: (a) Let x3 + 6x + 2 e: IF.7[x]. This polynomial has n~ root 

in IF 7 , hence is irreducible and then clearly separable over IF 7' Its dis~ 

criminant -4(6)3 - 27(2)2 =4'+ 1·4 =I= 12 (Example 56.IO(b)) is a square_. 
in IF

7
, s6 the Galois group of x3·+ 6x + 2 is A

3
• · . · ·-

(b) Let :X_.3 + 5x + 5 e:. O[x]. This polynomial is irreducible by Eisenstein's 
criterion and is separable over Q. since char ((]> = 0.- The discriminant is 
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equiil to -4(5)3 - 27(5)2 = -·1175, which is not a square in 0. So the Galois 
group of x3 - 5x + 5 is s3. 

. - ' . 
Next we investigate polynomials of degree four. 'Here S 4 will come into 
play. We know that V4 = {z, (12)(34),-(13)(24), (14)(23)} is animportant 
normal subgroup of S 4 . It will. be useful to find the intermediate field' 
corresponding to V 4- in the Galois correspondence. 

56.23 Theorem: Let K be a field such that char K ~ 2 and let f(x) € K[x] 

be a polynomial of degree four. Let. E be a splitting field of f(x) over K. 
Suppose f(x) has four distinct roots r!'r2,f3,r4 in E so that E is a Galois 

extension of K- (Theorem 55.7). We put a~ r
1
r2 + r3r4, ~ :;= r

1
r3+ r2r4 and y 

= r1r4 + r 2r3 · and consider the Galois group AutKE as. a subgroup of S4 

(Theorem 56.14). 
-· 

In the Galqis correspondence, the intermediate field K(a,~,y)_ corresponds 
to AutKEn V4. 

Proof: In the Galois. correspondence; the subgroup of_ A utKE correspond
ing to the intermediate field K(a,~,y) is 

K(a~~.y)' = {<p € AutKE: a<p =a for ali a € K(a:,~,y)} 

· = ~<p € AutKE: aep =a, ~ep =·~.yep= y}. 

If ep = (12)(34) € AutKE, then ep fixes a: since aep = (r1.r2 + r3r4 )ep = r2r1 + f4r3 
= r1 r2 + r3r4 .= a. Similarly f3<p = (r

1 
r3 ~ r2r4)ep = r2r

4 
+ r

1 
r3 = f:! and yep = · 

(r1r4 + r2r3)<p = r2r3 + r1r4 = y. Thus (12)(34) € K(a.~,y)' if (12)(34) is ill 
A utKE. In like manner, one verifies that (13)(24) and (14)(23) belong_:to 
K(a.~,y)' whenever they are in AutKE. This proves ~4 n AutKE.;;;;;; K(a,~;y)'.~ 

. -

To complete the proof, we show, for any <p € ~ utKE, that ep e: V 4 implies· 
ep e: K(a:,~,y)'. Indeed if ep e: V 4 , then <p is in one of the cosetsY4 (12), 

V4(13), V4(23), Vil23), V4(132) of V4 in S4. Jf <p € V4(12), then <p = 1P0.2) 

for some IP € V~ n AutKE, therefore (r1r3 + r2r4)ep = (r/3 + r2r4)1P(12)· = 
(r1r3+ r2r4 )(li) and ep does not fix ~ since 

rir3 + r2r4 = ~ = ~ep =(rlr3 + r2r4)<p = (rir3 + r2r4)(12) = r2r3 + rir4 
. yields_ (r1 - r2)r3 = (r1

1
-: r2)r4 m1d so r 1 = r2 or r 3· = r4, contrary to the 

hypothesis that the roots of f(x) are distinct. Similarly, if cp € V /13 ), then 
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cp.doesnot fixcy and ifcp E V4(23),then. cp doesnotfix·o:.-Jfcp € V4(123), 
then cp does not fix o: · since . , . 

r!r2 + r3r4=·a = o:cp = (r/2 + r3r4)cp =(rl r2+ r3"r4)(123) =. r2r3 + rl r4 
yields (r1 ....:r3)r2 = (r1 :_. r

3
)r4 and so r 1· = r3 or r2 = r4, contrary to the 

hypothesis~ .Simihirly, Oif cp E ;v 4(132), then cp does. not fix .0:. This PEOVeS 
that no auromorphism in AutKE\V4 can be i~ K(o:,(i·,y)'. Hence we obtain 
K(o:~(i,y)' ..;;; V4.n AutKE, aswas to be proved. . o 

56.24 ·Definition: Let K_ be a: field and let f(x) E K[x] .be a polyno~ial of 
degree four having four disti?ct roots rl,r2,r3,r4. in a splitting field of f(x). 
over K. We'·put o: = r 1r2 + r3r47 !i = r 1r3 +r2r4 andy= r1r4 + r2r3. The 

polynomial (X- o:}(X.., fi)(x- y) E K(o:,(i,y}[x] is called the reSolvent cubic 

off(x). 

56.25 Lemma: Let. k be a field and let f(x) E K[x] be a polynomial of __ _ 
degree four having four distinct ro.ots in a splitting field· of f(x) ·over K. 
Then the· resolvent cubic off(;) is a polynoJ71.ial in- K[x].ln fact,: if f(x) · = 
x4 + bx3 + cx2 + 'ix + e, th~n· the resolvent cubic off(x} is equal to . 

. . x3 - cx2 + (bd- 4e)x- (b 2e- 4ce+ d2). 

Proof: This isroutine ~amputation. J;.etrl'r2,r3,r4 be the roots of}(x) in a 

splitting field of /(x) over K. The resolvent cubic of f(x) is 
X3- (o: + li + y)x2 + (o:fi +·o:y + fiy)x.:. (o:fiy), 

where o: =r1r2+r3r4, fi =r1r;+,.2r4,y=:=r1r4 +r2r3. Leta~ be the m~th 

. elementary symmetric pol.ynomial in 4 indeterminates. Then we have 
o: + fi. + y = r1 r2 + r3r4 + r1r3 + r2r4 + r1 r4 + r2r3 ·= a2(r1 ,r2,r3,r4) = c; 

o:fi + o:y +(iy = r 2r r + ,. · = · · · ·, . . 
. . 1 2 3 . i ... 
•. ~ (r1 + r2 + r3 + r4 )(rir2r3 ;i- r1r2r4 -1; r1r3r4 + r2r

3
r4)- 4r1r2r3r4= 

= a1 (rl'r2,r3,r4)a3(rl'r2,r3;r4)- a i'\ ,r2,r3;r4) = bd- 4e; 

o:(iy = · · · = b2e-: 4ce + d2. .. o· 

/ . . 
56;26 Theorem: Let K be a field gnd let f(x) E K[x] be a polynomial of· 
degree four, which is {rredricible and sepanible over K. Let E be- a 

. ·splitting field of f(x) • over K and let r1 ,ri;r
3
,r

4 
be. the. (distinct) roots. of f(x) 

in E. We put o: = r1r2 + r3r4, li = r1r3 7 r2r4 andy= r
1
r
4 

+ r2r3. Let G =Aut~ .. . . 
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be the Galois group off(x), considered as .~ subgroup of S4 • We put 

IK(a:,fl,y):Kl :;::; m. Then .G can be described as follows. 

G = s4 _ _ <=> m. :;:; 6. 

G =A~:;J <=> m = 3. 
G=D8 - · ¢* m:;::; 2 andf{x) is Jreducible over K(a:;fl,y). 

G =-V4 ~ m = 1. 
G = C4 <=> m = 2 andf(x) is reducible .over K(a,fl,y). 

·; 

Proof: Since f(x) is irreducible and· separable over K, its roots are 
distinct. We k~ow that G is. a transitive subgroup of of S 4 and 4 div~des 

I G I (Theorem 56.17). _ The transitiv~ -subgroups of S4 whose orders are 

divisible by 4 are ·s4 , A4 , the Sylow 2-subgroups of S4 (iso~orphic to D&), 

V 4 ~ndthe cyclic groups generated by 4-cycles like <(1234)> (Example 

56.15(f)). _Thus G is one of S4,A4 ,D8,V4,C4 • 

The intermediate field K(a:,fl,y) corresponds .to V4 n G (Theorem 56.23), 

Now E is Galois .over K(a,f},y) and the Galois group AutK(u.~.y)E = K(a,fl,y)' is 

~4 n G. Since V4 <Q S4 , we ~ave V 4 n G <Q G and soK(a,fl,y) is. a Galois 

extension of K and the Galois group of K(a,fl,y) over·K is (isomorphic to) 
G/(G n V4 ) (Theorem 54.25(2)). We get -

- m = IK(a,fl,y):KI = IAutKK(a,fl;y)l = IG/(G n V4)1 ~nd 
' . 

G = S4 =? m '=/IG/(G n V4 )1 = IS4/V41 = 6; 

G = A4 =? m = I_G/(G 'n V4)1 = IA 4/V4_1 = 3; 
·.G=D8 ~ m = IG/(G n V4 )1 = ID

8
/V4 1 = 2; moreover, Eisa -

splitting field of f(X)
1
over K(a,fl,y) and AutK(u.~.y)E = K(a,fl,yr = V4 n D 8 = 

V; is a transitive subgro~p of S4 , so f(x-) is irreducible over K(a,fl,y) by 

Theorem 56.16; 
G = V4 
G:!C

4 

m = IG/(G n V4)1 = IV4/V41 = 1;

m = IG/(G n V4 )1 = 
= I { 1,( 1234 ),( 13 )(24 ),(1432)} I {1',( 1'3)(24 )}I = 2 

(eventually after renaming the roots, we may assume; without· lo~s of 
. generality, that G = {1,(1234),(13)(24),(1432)}); moreover, AutK(u,IJ,y)E = 
K(o:,fl~y)' = <(1234)> n V 4 = <(13)(24)> is not a transitive subgroup of S4 , so 

f(x) is not irreducible over K(a,f},y) by Theor\!m 56'.16. 

I 

This proves the =? assertions in the statement of the theorem. As the 

five cases arc mutualiy exclusive, the converse assertions are also valid. 

0 
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56.27 Examples: (a) The polynomial f(x) = x 4 - 4x2 .+ 1 e: ([Ji [x] has· no. 
int:eger roots. and is -easily verified to have no quadrati~ factors in l[x], 

sof(x) is irreducible over Z and over ([Ji (Lemma 34.11); Since char ([Ji = 0, 
f(x) is separable over ([Ji. '-In order to determine its Galois group G, we 
find the r~solvent cubic of j(x). The resol~ent cubic of f(x) is -

= x~ ~- (-4)x2 + (o.o.::. 4·l)x- (02·1 - 4(-4)(1) + 02) · 

= x3 + 4x2 - 4x - 16 .. 

= (x + 4)(x - 2)(x + 2) 
and the roots a,~,y of the resolvent cubic are -4, -2, 2. Thus ([Ji(o:,~,y) = ([Ji . 
and m = IO(o:,~·,y):o)l = 1. Tbeorem 56;26 yields G = V4• 

From f(r) ::;; 0 ~ (r2 - 2)2 = 3, we see that the roots (say in IR) ofj(x) are 

.. r
1 

= ·'./2-+:--.!3, r 2 = ·'./2---.!3, r
3 
=--.../2+--.!3, r

4 
=-:-...J 2::.--.!3: 

Note that r2 = 1/r1, r3 = -r1 and r4 = -:-1/r1• Since . 

(12)(34) e: v4·= 9 fixes rl + r2 = -{6, .. 
. . (13)(24) e: V4 = G fixe~r1 2~. hence also r/..:. 2 = -{3, 

(14)(23) e: V4 = G fixes ri +~4 = -./2, the Galois correspondence 

is as depicted below. 

1 

·/~····· .. . . 
.· . . 

<(12)(3~[/~(23)> 

v4 . : 

(b) Let f(x) =.x4- + 5x2 + 5 e: ([Ji [x]. Then f(x) is irreducible over Z by 
Eisenstein's criterion and also over · ([Ji by Lemma 34.11. Thus f(x) is 

' - - ·- . J • 

separable over ([Ji. Let G. be the Galois group_ of f(x). The resolvent cubic 
of f(x) is x3 - 5x2 .,. 20x + 100 = (x- 5)(x2 ..:. 20)::::: (x- 5)(x- 2-./5)(x + 2-./5), 
with roots o:,~,y = 5, 2-./5, "-2-./5. Hence O(o:,~,y) = ([Ji(-./5). So Theorem 
56.26 gi~es: 'G E:! D8 or G E:! C 4 • In fact; since · . 

f(x) ~-(xi+ 5+~5)(x2 + 5-~5) 
is reducibl~. over ([Ji <J5)~ we have G E:! C 4 • 

. ! ·-

725 ., 



(c) Let f(i) = i 4 ...: 2 E O[x]. Thenf(i)is irreducible· over 0 by Eisenstein's 
. ' 

criterion and Le-mma 34.11. Let G ·be the Galois group of f(x). The 

resolvent cubic of f(x) is x3 +~x. ~hose root~ are a,fl,y = 0, 2"2i, -2--J2i. 
Therefore m = 10(\12i):01 = 2 and G ~ D~ ~r G ~ C4 • It is easy to see that 

f(x) is ·irreducible over 0("2i), so we get G ~ D
8 

from Theore~ 56.26. . 
I . 

•. 

Ex.ercises · 

1. Find the resultant R(f,g.) when f(x) = x3 + 4x3 - 3x2 + x ~ 2 E 0 [x] and 
g(x) = x- 3' E O[x]. 

2. Let K be a field and f(x) = anxn + an_ 1xn-l + · · · + a1x + a0, g(x) = b1x + b0 
polynomials in K[x], with b

1 
;z! O._Show that R(f,g) = (-b1)nf( -b

1 
/b

0
). 

3. Let K be a field arid f(x) = anxn +a11_1xn-l + ··· + a1x +a0, • 

g(x) = brnxm + bm_1xm-l + · · · + b1x + b0 . If n ;;;;:. m, show that R(f+ cg,g) = 

. R(f,g)for all c E K. 

4. Let K be a field and f,g,h E K[x]. Prove that R(fh,g) = R(f,g)R(h,g) . 

. 5. Let K be a field and f,g,h .E K[x]. Prove that D(fg);, D(f)D(g)[R(f;g)]2 and 

that D(j(x)) = D(}(x ~c)) for any c .E K. 

6. Let K be a field and f(x) = ax3 + bx2 +ex +d cK[x]. Prove that 

D(f) = b2c2 + ISabcd.'- 4ac3 - 4b 3d- 27a2d2. 
. . 

7. Let K be a field and f(x) = x 4 + ax2 + bx +c E K[x]. Prove that 
D(f) = -4a3b2 + i44acb2 + I6a4c_- l28a2c2 + 256c3 - 27b4 •.. 

8. Let K be a field, f(x) a· polynomial of degree n in K [x],. with leading 
·coefficient an· and let r

1
,r

2
, •.. ,rn be the roots ·of f(x) in some splitting field 

of ji(x) over K. Put SO· = n and .~ = r m + r m + .. ·. + r m for m E -N. Sho.w 
1 . m . I . I • n . 

that 

726 



so sl . s2 . 

D(f) = (l2n'-2 sl . s2 s3 

- sn-1 

s - n 

_ (Hint: f!!Ultiply t~o Vandermonde determinants.) 

8. Where did we use the hypothesis char K ;z! 2 in Theorem- 56.18? 

9. find the. discriminants and ·Galois 

(a) x 3 + 3x2 - 1 e: O[x]. · 
- (b) x3 - 2x2 + 4x + 6 e: O[x]. 

(c) x 3 - .X+ 2 € f
3
[x]. -

(d) x3 + 3x2
- 3. e: f5 [~]. 

groups of the ·following polynomials. 

10. Find ·the Gafois groups of the following polynomials over -the fields 

indiCated. . 
(a) x4 - 2 over0(;/2) and over O(;/Zi); 

(b)_(x3 - 2)_(x2 - 5) over 0. 

(c)x4 - 8x2 + .15 over 0. 
(d) x4 + 4x2 + 2 over-0 and ov~r 0(;/2). 
(e) (x2 .:.: 2)(x2 ..: 3)(x2 ~ 5) over 0, over 0(.-..JZ), over O(;/~) and over 

0({2,;{3)· .. 

1L Let K be any arbitrary field and/(~) =x3 - 3x + 1 e: K[x]. Show that f(x) 

.- is either ·irreducible over K or splits in K:. 

12. Let K be a field and fCx) an irreducible separable polynomial_ of 
·degree three in .K[x]. Suppose. r1;r2 ,r3 are the roots of f(x) in_ some 

splitting field of f(x) over K. If. the Galois group of f(x) is S3, ·show that,. in 

the .. Galois .correspondence, K(i) corresponds to' the subgroup (r,Uk)} of 
S

3
, where (ij,k} = (1,2,3}. - ,. -

13. Prove that S
4 

has no tran-sitive subgroup ·'of order six. 

14. Let p be a prime-number-and G ~ SP. Show that G is transitive if and : 

only if p diviges the order of G ~ 
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§57 
·Norm and Trace 

In th.is paragraph, we introduce norm and trace of elements in an exten

sion field .. These can be. defined for any finite dimensional extension, but 

we restrict oursefves to the important ca~e where the extension is 

separable .. 

In order to define norm and trace, we need K -homomorphisms of · an 

~xtension field of K. Irr the case of _a separable extension, these are _easy . 
to describe. · 

"Let K be a field and E a finite. dimensional separable extension of K and . 

N a normal Closure of K over E so that N is finiie dimensional and Galois 

over K (Theorem 55.11). Let us put IE:Kl = n. Since E is 'finite· diinensional 

and hence finitely.' generated (The() rem 50, I 0) over K, there is im a E K · 

.such that E =K(a) (Theorem 55.14). Let f(x) E K[x] be the (separable) 

minimal polyno~pial ot a over K, so that deg f(x) = IK(a):Kl =.IE:Kl '= n 

(Theorem 50.7). Since N is normal over 'K and f(x) has a root a in N, the 

polynomial f(x) splits in· N, say 
f(x) = (.x ~-: a 1 )_(x - a2) ... (x- an)' a 1 ,;, a, ·a1 ,a~, ... ,a11 

€ N' 

a_nd al'a2, ••• ,an are pairwi~e distinct. Then K(a) and K(ai) k. N are K -iso

morphic by Theorem 53.2, namely by the K -isoriwrphism 

N 

Ul Ul 

lj).: E = K(a) = K[a) 
I . . 

K[aj = K(a)' 
I I . 

k + k a + · · · + k an-2 + k an-I 
() I . n-2 , n-1 . k k ·k n-2 k n.-1 

0 + I a.+ ... + 2a. + . Ia .. ,. 
· I n- I . n- I 

where k0 ,k 1, ••• ,kn_2,kn-I E K. Thus each lj)iis a K-hornomorphisms ·from. E · 

into N. Conversely, any K ~homol}lorphism_ ljl: E--+ N must map a to one of 
a 1 ,a2·• : .. ,an and must coincide with one of lj) 1 ,lj)2, ~ .. ,lj)n. So { lj)l ,lj)2, ... ,lj)n} is 

the complete set of K -homomorphisms from E into ·N. 

We, give a generalization of this result. ,,. 
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57.1. Lemma: Let K be ii field ·and E a finlie dimensional separable 

extension_ of K. Let L be :an intermediate field of E_IK and let N be a 

normal closure of K overE.!Jfrp: L--. N is a ·K-homomorphism, {hen rp can 

be extended is exactly 1E:LI ~vays to a K-homomorphism E--. N. 

N 

E 1pi: a.:.... ·ai, /-..[rp (i = 1,2, . .. ,m; ·l E L) 

L rp 

K 

Proof: Since E is. finitely generated and separable over K; it is a simple 

extension of K, say E = K(af {Theorem 55.14). Let IE:LI = m a~d g(x) E L[x] 

the minimal polynomial of a over L so tha:t deg g(~) .= m. Letf(x) be' the 
_minimal' polynomial of a over K. Ttien f(x) ·splits in N bec~use ·the irre-
ducible polynomial f(x) E K[x] has aroot in N and N is normal over K. 

Since g(x) divides f(x) (in L[x]; Lemma, 50.5), the roots of. g(x) are all inN. 
Let a = ai ,a2, ... ,am E N be the roots of g(~). Then any extensio~ 1p: E ...:... N 

( 1p a .K -homomorphism) of ~ must send a to one of a 1 ,a2, ... ,am and any I 

in L to lrp, and. thus must coincide with one of the mappings 

1pi: E = L(a) = L[a] - . L[ai] = L(ai) !;;; N . . 

,lo +/Ia+ ··· + lm-2am-Z + lm-Iam~I ~ (lorp) + (llrp)ai + ··· + (/m-2rp)cf-2 + (lm-lrp)a7''"1 : 

{10,/1' ... ,lm_2,lm-I E L), where i = 1,2, ... ,m; and these 'mappings .. IPi are 
indeed extensions of cp (since 1pi: /~ --. /0cp) and field homomorphisms (cf. 

Lemma 53.1, Theorem 53.2). ·Thus { 1P1 ,IP2, , •• ,IPm} is the complete set of K-
/ 

homomorphisms from E into N which are extensions of cp. · o 

We can now give the. definition of norm and trace. 

57.2 Definition: Let K be a field and E a finite dimensional separable 

extensi_on of K. Let a E E. Choose a normal closur~ N of K over E ~nd let 
{cpl'cp2, •.• ,cpk} be the set of all K -homomorphisms from E into N (so k .= 
IE:KI).·The norm ·of a E E over K is d_enoted by N EIK(a)_ and is defined as 
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The trace of a E E ·over K is denoted by T ElK( a) and is defined as 
' ' 

N E/K(a) and N E/K(~) thert!fore depend on E, K:a~ well ;ts a. It seems as 
_though N E/K(a) and T E/K(a) dependt<d also on the normal closure N we 

choose, but they actually do not depend on N. This will be proved 
shortly (Lemma -57A(3)). · 

In case E is Galois over K. the normal closure N is equal to E" and then ~e 
have 

NE/K(a) = (a~l)(acp2)> .. (acpk), T ElK( a)= acpl + acp2 + ... + acpk' 
where {cpl'ip2, ... ;cpk} =Aut~> ·- · · · 

57.3 Exam.ples: (a). Consider the extension IC. over IR. Now IC is Galois 

over ~ and _Au~ IC = ( 1,~ }, where q> is the conjugation .mapping. Thus 

Nur>. (a +hi) =(a +hi)( a +bi)cp' =(a + bi)(a -:hi)= ,a~+ b2 and T~1R(a + bi) 
= (a +hi) + ((a + bi)rp) = (a+ bi) + (a - bi) = 2a for an_y a+ bi E IC (a,b E ~). 

·_(b) 1}(.../2) is a Galois_ext~nsion of 0. and Aut0 0('/2) = (r,cp}, where~ is the 

homomorphism .../~-+ ,::....f2. Thus N ocf2)Jo'ij(a + b.../l) = (a + b:11)(a + b~2)cp = 

(a'+ b.../2)(a- b.../2) = a 2 :. ·2b2 and T och>J-o(a -+ ·b.../2) ~(a + b.../2) +(a +h--fi)cp . 

= (a + h.../2) + (a - b-fi.) =. 2a for any a+ b.../2 E 0('/2) {a,b 'E 0). . 

(cj 1:D(~2) is a separable extension of O,but not, Galois over 0. A normal 

closure ~-f 1:D o~er 0(~2) is 0(~2.w). There are exactly three 0~ · 

homo;norphisms. from 0(~2) into 0(~2;~). n<;m~ly ~2-+ ..J2· (the· 

identity)., ~2 ~ ~w and ~"?: ..... !fiw2. SoN_n(~)/·O(a + b~Z-+ c~2) -. 
. .. . 3 3 3- 3. . . 3 . -- 3 . 

= (ci + bT2 + c(-{i)2)(a + b~2w +c(T2)~w2)(a + b-fl.w2 + c(-fi)2w) 
~ · · · = a 3 + 2b~ + 4c3 - 2abc . . . . . . 

. . . ·-.3- .] - .•. 

Tur1211 uCa+b~2+.c·.:.r22 )·_, _ 
3- ) . 3 _. . 3' . ' J . 3 

·=(a +_h;:h + dT2)2 ) +(a+ h~2w + c(T2)2w 2) +-(a+ bnw2 + c(n)2~) 

and 
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· = 3a . . . 
3 ~ 3. 

for any a + bT2+ c(\/2)2 E 06./2) (a,b,c E 0). 

In these. examples, norm and t!ace are found -to be i!J the base field. This 
is always true. In fact, the norm and trace of an element are essentially · 
coefficients of the minimal polynomial of that...- element. In particular, 

they are independent of the !lormal closure that we use in their defin!
tion. ·We now prove these 'assertions. 

· 57.4 Lemma: Let K be a field and E' a finite dimensional separable 

extension of K.Let a,b be arbitrary elements of E. 

(1~ N E/K(ab) = N E/K(a)N E/K(b) and TE/K(a +b)= T ElK( a)+ T ElK( b). 

(2) If b E ·K, then NE/K(b) = biE:KI and TE(K(b) = I~:Kib: 

(3) lfflx) = xn + a~_ 1xn-l +: · · + a1x + ~0 E K[x] is . the minimal po/y'!omial 

of b over K; then _ 
N (b)- ((--1)na )I'E:K(b)i and T (b) -IE·K(b)l(-a ) . E/K - 0 •. E/K """' · · n-1 " 

·· Proof: Let N be a ·normal closure of 'K over.£ and let {cpl'cp2, •• ; ,cpk} be the 

set of all K -homomorphisms from E into N. In view of the comments 

above, their number k' is the ·number of roots of the minil!lal polynomial 
· of a primitive element of the extension E/K, hence· k = IE.:KI (or use 

Lemma 57.1 with L = K). 

(1) Clearly N E/K(ab) = (abcp1)(abcp2) ..• (abcpk) 

= (arp1bcpi)(acp2bcp2) . .• (acp"brpk)' 
, . · = (acp1)(bcp1)(acp2)(bcp2) ••• (acpk)(bcp~) 

= (aep1 )(acp2) ••• (acpk)(bcp 1 )(bcp2) ••• (bcpk~ 

= N EIK(a)N E/K(b) 

and T ElK( a+ b) =(a+ b)~1 +(a +b)cp2 + ··· +(~ +b)cpk 

= (acp1 + bcp1), + (acp2 + bcp2) + · · · + (acpk~ + bcpk) 

=_acp1 + bcp1 + aqi2 + bcp2 + · · · + acpk + brpk · 

= (acp1 + acp2 + · ·: + ?cp") + (bcp 1 + bcp2 + · · · +.bcpk) 
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/ . 

'= TEIK(a) + TE/K(b). 

(2) If b E K, then bcp. = b for all.i = 1,2, ... ,k and 
I . . . 

r N EIK(b) = (bcpl)(b~2) ... (bcpk) = bb~ .. b = bk 

T E/K(b) =bcp! + bcp2+ ... + bcpk = b +b + ... + b ·= kb: -._ . . ,• 

- (3) Letf(.i) = xn + an:_
1
xn-I+ ···· .+ a

1
x + a

0 
E K[x] be. the minimal polynomial 

of b over K and let .b = b1 ,b~ • .. _. ,bn be the roots of /(;'f) in N. The'n n = 
· IK(b):KI and f(x)_ = (x ~.b1 )(x..:. b2) •. . (x- b~). Thus . 

b1 + b2 + ··· + bn =.:.an-I and b1b2 ••• bti = (-l)na0. . .-

Let us write IE: K(b)l =:s so that k = sn.~.There are exactly n K-homo.-
. morphisms a:l'a:2, .•. ,an from K(b) into.N (namely a:i:b-+ b;). The restric-

tion_to K(b) of any cpj(j= 1,2, ... ,k)isone·of these a:l'a:2,_ .•. ~<x,i' and each a:i 

(i = 1,2, ... ,n) can be extended to precisely s.K'-homomorphisms from- ·E 
. - N (L.- - 57 1)- L·- - h -. . . f b · (I) (2) • · Cs> I mto emma . . et t. ese extensiOns o a:; e a:;. ,a:i , ... !a:i , n 

this way, we obtain ns K-homomo~phisms a:.Cm>: E...:,. N (i = 1,2, ... ,n; m = 
·. - . - I. , 

-I ,2, ... ,s). Since ns = k,. we get . 

{cpl'cp2, .. :,cpkJ= (a:;'m>: ·i = 1,2, ... ,nand m =1,2, ... ;S}. 
Thus. 

· _ n s .· - n . 
N EIK(b) = (bcp! )(bcp2) ... (bcpk) = IT . IT b a: /m) = II (b a: ;)s -

- i=l m=l i=l 
n · .n · . - · _ 

. =·IT (b;Y = (I1 b;)s = ((_-I)na0)S 
i= I i=l 

_ n _s · n _ 

and T EIK(b) '=. bcp 1 .f. bcp2 + · · ~ + brpk = L L b a: /m) = :L s(b a:;) 
- - - i= I m= I i= 1 

n -

= s"" b.= s(-a 1). L- 1 n-
- i=l 

.D 

We have already mentioned that NEIK(a) and r ~IK(a) ·depend on the 
fields E and K .· It is cl~ar from the definition or ·from Lemma 57.4(3) that 

N ElK( a) and T EIK(a) will. ·be distinct from NL/K(a) and_ TL/K(a) and also 
from· NElL (a~ and T EIL(a) if L is an Intermediate field (with~ a E L in the 

- first case), 

Norm and trace behav~' very rea~pnably th;ou~h intermediate ~elds: we 

have- N ElK = N LIK '!.NEIL and]EIK _= T LIK • TElL for any intermediate field L . - ,•'' 
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of E/K. This is the content of the next' theorem. Although we know the 

· structure of extensions of; ho'momorphisms in the· separable case, we 

give a new argument that. works in more ~eneral situations. 

57.5 Lemm'a: Let K be q field and E a finite. dimensional separable 

extension of K. Let a be mi arbitrary element ofE. Tlien 

N E/K(a)= NLIK(tjE/L(a)) and TEIK(a) = T L/K(T E/L(a)). 

Proof: (The assertion is. ~eaningful, ·for NElL (a): is an element of L by 

Lemma 57.4(3), thus we can take the norm of N L/K(a) e: L o~er K .. The· 

claim is . that this is equal to the norm of a e: E over K. Similarly for the 

trace.) 

E 
·S ! N E/L 

N EfK L . 

n ! N L/K 
K . 

The proof has been foreshadowed is Lemma 57.4. Let N be a normal 

closure of K over E. Then N .is Galois over .K by Theorem 55.1 ~ and N is 

Galois over L by Theorem 54.25(1). We choose a field M such that 
(i) E!;;; M !;;; N; (ii) M is Galois over L; (Iii) A is not 'Galois over. L for· any 

field A withE!;;; A c M. This is possible because N/K is Galois, N/E is also 

Galois a~d 'so N IE is separable (Theorem 55.10) and there are only 

finitely many intermediate fields of N/E (Theorem 55.15). M is a normal 
. . ' 

closure of L over E. Likewise, we choose a field .R such that (i) L !;;; R !;;; N; - . . ' 
(ii) R is Galois over K; (Iii) A is not Galois over L for any field A with 

L!;;; .A cR. Th\JS R is a normal closure of K over L . . ' . 
We put IE:KI ·= k, IE:LI = s·and IL:KI = n so that k::: sn. Let 

. . ' . . 
{ rpl'cp2, .•• ;cpk} be the set of alt K -homomorphisms from E into N, 

{~1'~2 •...• f\} the set of ;all L-homomorphisms from E info M !;;; N and 
{ a1 ,a2 , · .... ,an} the set of all K -homomorphisms 'from L into R ·!;;; N. · 

Then . N~1K(a) = (acp1)(acp2) ••.• (a(j>k), 

. NElL (a)= (at} I )(a~:i) .. '(af}s)' 
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for any a E. E, b E L. 

N is a splitting field of a polynomial f(x) E K{x] ~ver K (Theorem 55.11 
and The'orem 55.7) and therefore N is a splitting peld of f(x) over L and 
over La:. (Example 53.5(e)). The isomorphism a:.: ·L ...... La:. (!; N). :can be 

I . . I I 

extended to an isomorphism a:/1>:· N ...... N (Theorem. 53.7). Here of course 

a:?>: N ...... N ~sa K-homomorphism. · 

·w 1 · { - ~ - } { <1> · ·1 2 - . · · ·:. 1 2 } s·· · k · ec::atm 1Pp1P2,/._..,1Pt = ~ja:i :z=, , •.. ,n;]-=, ,- ... ,s. mce =ns, we 

I h... h o> R o> ·h <. ·> ( .. , ··>· 1 d d ·f R o> . must mere y s ow t at ~ra:r ~ "i a:i w en IJ ;z! 1 ,J · •. n ee ; t "ra:r 

- = ~- a:.<n, then the restriction of ~ .. aQ> and ~- a~ 1 > to L must be equal 
J . I . J I J I . . . 

a~d- since ~- and ~-· fix each element in L, we get a~!>IL = a:P>IL , so a .. = a. J · ]. . · I - I · I · I 

and r = i. Then, as a:p> is one-to-one, i' = i and Prap> = pj a:p> imply that 
Pr = ~i and j' = j. This establ~shes the, claim. · · · · 

. Thus, since N E/L(a) E L by 'Lemma 57.5(3), we get 
· • ·. .·. n s 

N E/K(a) = (aq>1)(aq>2) ••• (aq>k) =IT fi a~j a~l) 
. ~1 ~1 

n s .- n n 

= rr <IT a ~j)a~l)-=· l].(N E/L(a))ap> = rr (N E/L(a))a:i 
i=1 j=1 --i=1 . i=1 -

·=NL/K(NE/L(a)) . 

0 

57.6 Definition: :Let E be a field and let {1Pi,IP2, ••• ,q>k} be. a finite se~ of 
field automorphisms · of E.' If, _for any al'~~ •.• ,ak E E, 

a 1(bq>1) + ~(bq>2) + · · · +'ak(brpk) = 0. for all b E E 

. implies a1 = a2 = ... =a~ ,; 0, then {1Pp1P2; ••• ,q,k} i~ said to be linuuly 

· independent. 

. • * . 

Equivalently, { IP111P2, ••• ,q>k} is linearly independent provided, for each k_~ 
tuple (a 1 ,a2~ •.• ,ak) of eleme~ts from E, where. at least one ai is distinct . - . ' , 
from 0, .there is a b ·E E such that 

a 1 (bq>1) + ~(bq>2) -i: · • ~ +ak(bq>k) ;z! 0 • 
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57.7 Lemma: Let E be afie/d and let {cp
1

,cp
2

, ••. ,cpk} be .a finite.set of field 

automorphisms of E. If cpl'cp2, ••• ,cpk are pairwise distinct, then { cppcp2, ••• ,cpk} 

is ljnearly independent. 

Proof: (cf. Lemma 54.15; note that we do not assume {cp 1,cp2 , ••• ,cpk} is a 
group.) Suppose; by way of: contradiction, cp 1,cp2 , ••• ,cpk are distinct auto
morphisms of E and that {cp

1
:,cp

2
, .•• ,cpk} is not linearly. independent. Then 

there are elements a1 ,a2, ••. ,ak, not all zero, in E such that 

al(bcpl) + az(bcpz) -1: ••• + ak(bcpk) = 0 for all b. E E. / (IY . 

Let r be the smallest number of nonzero components ai in all the k~ 

tuples (al'a2,-~ .. A) E Ex Ex ... x E\{(0?0, ... _,0)} sa~isfying (1) and choose 
a k-tuple (c\'c2, ... ,ck) with exactly r nonzero components. We have r > I. · 

Renumbering the automdrphisms, we may ass,ume c1, ~ •• ,cr are distinct 

from zero. and (in ~ase. r < k) cr+l = · · · = ck = 0. 

Then (2) 

Since cp1,cp2, ••• ,cpk are distinct, cp 1 ?! ep2 and there is· au E E with ucp 1 ?! ucp
2

: 

Writing· ub in place of b in (:2) and using (ub)cpi = ucp(ucpi~ we ~et 

c1 (ucp 1 )(bcp 1 ~ + cz{ucp2)(bcp2) .+ -~- + cr(ucpr)(bcpr) = 0 

Multiplying (2' by ucp 1, we obtain ·. 

for all b .E E . . , (3) 

' . . 

c1(ucp1)(bcp1) + c2(ucp1)(brp2) + .~: +cr(ucp1)(bcpr) = 0 for all b E E. 

Subtraction gives 

[c2(ucp2 - ucp 1)](bcp2) +.· ·· + [cr(ucpr - .. ucp1)](bcpr) = 0 · for all b E· £.. 

where at least c2(ucp2 ~ ucp 1 )~ 0. Hence there is a f;-tuple 

. . . . -

(4) 

witli' at most r-. 1 nonzero. components satisfying (1), .contrary to. the 
definition of r. Therefore { 'Pp'P2, ... ,cpk} is linearly independent. o , 
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We ·now characterize all elel)lents. with trace 0 and alf element§ -with 

norm I in case of a Galois e~tension with a finite cyclic group. The. second 

part of Theoren1 57~9 (formul_ilted for _finite dimensional extensions of ([))) 

is the theorem with' number 90 in D. Hilbert's (1862-I943) famous report 

on. algebraic number theory and is known as "Hilbert's' theorem 90". It is 
- ' 

th~ beginning of cohomology theory. 

57.8 Definition: Let ElK be a field extension. If E is algebraic· and 
Galois over K, ~ind if. the Galois g'roup Au tKE is cyclic,, then E is .called a 

cyClic' exten~·ion of-K and ElK is said to be cyclic. 

57.9 ·T)leorem: Let ElK be a finite diinensiona/ cyclic t;xtension and let 

cr be a generator of AwKE. Let cz' £..E .. 

(I) T ElK( a) =:. 0 if and only if the~e is aii eleniellt b E E with a = b ~ bcr •. 
(2) N ElK( a) =.I if and only if there_ is ·a11 element b E E\(0) with a = b lbcr: 

' . 

Proof: Let IE:/(1 = n. Then IAutKEI = n by the fundamental theorem of· 

Galois theory and Aut~ ::::{1 ,cr ,cr 2, ... ,cr 11~2.cr 11-l), with cr 11 ·= I and o(~) = n:.~For 
. convenicn~e. ~ve wriie f instead of T ElK and· N instead of' NEiK' . 

· (I) If a = b _: h~. · theri we have a telescoping sum: · 

T(a) =a+ ao + ao 2 + · ·: + ao 11
-
2 + aon-l . 

: =(b -· bo) + (b- bo )o + (b- bcr )cr 2 + ... + (b- bcr)cr 11
-
2 + (b- bcr)cr 11

-
1 

= (b - bcr) + (ba - bcr ~) + (bcr? - h~ 1) ,· ' .. + (bcr 11
-
2 - ban-I) + (b;n-J - bi:rn) 

= b - bo 11 ~ b - b = 0. 

Conversely,' assume· that '/'(·a) = 0. We first find an element c: in E with 

T(c) = I. Since 'o( (J) =II, the auto;norphisms I,; ,cr 2, ' •• ,crn-2,cr~1 are distinct 

and ( I,cr ,o 2;-..•• c;~•-2~o"- 1 } is .. I i_nearly independent' by Lemma 57.7. So there 

is a 11 E E with 

T(u) = u'+ 1/o + u~ 2 + · · · + llCJ 11
-
2 + iton-J ~ 0. 

Lc~ c = u/T(u). Since T(u) E K arid E is Galois over K 1 we have (T(u))oj::: 

T(u) for any j :;::O,I,2, .,~,ll- I imd thus 

_ /1 · ./I . . ' U 2 · .. ( · /1 ). n-2 ( ll ) . -I 
· T(c) - :r(u) + (T(u}cr+ (T(u}cr. +.· _ .. +_ T(u) cr + T(u) 011 
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- u 110 . 110 2 uon-2 uo,;_1 

=. T(11) _+ (T(11)o) + (T(11)o2)+· ··+ (T(u)on-2) + (T(u)on:-1) 

ll lid' uo 2 llon-2 uon~1 

= -·-+--+--+ ... +--+--·-
T(II) T(u) T(11) , T(u) T(u) 
T(11) · · 

- T(u) = 1. 

We put b.= ac +(a+ ao)(co)_+ (a+ ao + ao 2)(co 2) +(a+ ao + ao2 + ao3)(co3) 

+ · · · + (a_+ ao +. ao2 + · · · + aon-2)(con-2) e: E. . 

Then 
b _i bcr= ac +(a+ ao)(co) +(a+ ao +-ao 2)(co 2) 

+ ((1 + .ao + ao2 + ao3)(co 3) 

+: · · +(a+ ag + ao2 + · · · + aoil-2)(con-2). 

-.(ao)(co)- (ao + ao 2)(co 2)- (ao + ao2 + ao 3)(co 3) 

. r (ao + c1o2,+ ao3 + ao 4)(co4) 

. . - ... -(ao + ao2 + ao3 + ... + aon-1)(coil-1) 

= ac +a( co) + a(co 2) + · · · + a(con~2)- (ao + ao 2 + ·, · + aon-1 )(~on-1 ) 
= ac + a(co) + a(<-:o 2) + ... + a(con-2)- Cr(a)- a)(con-1)' 

= ac ~ a(co) + a(co 2) + a(co 3) + ... + a(con-l) = aT(c) =a. 

Hence a = b - bo for some_ b e: E when T(a) = 0.-

Conversely, assume N(a) = l. Then of course a~ 0. From Lemma 57.7, it 
follows that there is a d e: E for which 

b := (a)d + (a·ao )do + (a·ao·ao 2)do2 + .. · + (a·ao·ao 2 ... aon~2)dcrn-2 

+ (a·ao·ao 2 ... aon-2:aon-1)don-1 

is distinct from 0. Then we get 

il(bo) = a(ao )do + a(ao ·ao2)do 2 + a(acr·ao 2 ·ao3)do3 

+ · ·· + a(ao·ao2·ao3 . .. acrn-1)don-1 + a(ao·ao2·ao 3 ••• a~n-1 ·a_on)don 
= b- (a)d + a-N(a)·don =b-ad+ a·l·d:::. b. 

Since b ~ 0, also bo ~ 0 and .a(bo) = b gives a = b/bo. 
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We close this paragraph with two -applications of Theorem 57 .9. We 

. describe cyclic extensions. The degree is. the characteristic :in the first 

case and relatively prime to the characteristic: in the second· case. 

57.10 Theorem: Let K be a f{eld.of characteristic p;1!. 0 and let E be a 

cyclic extensiim of K with IE:KI =·p. Then there is an a E Ksuch that f(x) = · 

xP- x -·a E: K[x] ·is ir~educible in K[x.] (lnd E =·K(t~ for any root t of f(.x):. 

Proof: By hypothesis, E is Galois over K and AittKE is cyclic of order p, 

say Au txE= <o>, Then T171K(l) = 1 + j a + Jd2 +_: .. + ]<jJrL= p = 0, so 1 = b ·_ b~ 
for some b E: E (Theorem 57.9(1)). Let u =-b. }hen uer = 1 + u and we get 
uP a = (uer )P ~ (1 + u)fl = JP +uP= I +uP. Hence. 

(uP- u)er ~ uPer- iter = (1 +uP)::. (1 + u) =uP- u .. 

and uP- 11 is fixed by cr and thus by all automorphisms in A utKE. Since E 

is Galoi's over K' this gi\,es uP - II E: K'. Let -us put uP - ll = a 0 'T~us ll is a 
root off(x) = xP- X- a E: K[xj. 

It reri1ains to show that f(x) is irn:~ducible over. K andthat E = K(t) for_. 

any rc)ot t of/Ln. Since /J is not fixed by cr; we see bIt K, sou e K and 

thus K c K(u):;;; £._But IE:Ki ;;;pis prime and so there is ~o intermediate 

field of ElK dJstinct from K and £. This forces K(u) =E. T/len deg f(x)·= p 

=.IE:KI = IK(u):KI =· des.ree of the Jllinimal pqlynomial of u over K. Since the 

minir)lal· polynomial of 11··over K divides f(x), we deduce that f(.x) is the 

minim<d polynomial of II over K. In particular, f(x) is· irreducible in KlxJ. 

i\ow-for any j E ~,, <;;; k, there holds jP .;_ J and· con-sequently 

jlu + }J = (u + :/J't>- (u t j)- a·= uP+ jP:.. u -}-a= uP- u- a= 0. 
So 11. 11 + I. 11 + 2 . ... , 11 + p - I E E arc roots of f(x). Since f(x) has p roots, 

any root t ofjix) isequal to u + j for some j--E IFP. Sowe getK(t) = K(~ + j) 
. = K(t{) = E for any root t of J(x). o 

57.1 I. Thc1ircm: Let K be a field and let E. be a· cyclic extension of K of 

de~ree II::KI -=n.Assume tlwt eitlrer char K =.0 or char lc;J!. Obut char K . . 

does not-diricle 11. Assiime, in addition, tlwt x":.. I _splits inK. Then th.ere 

is {!n a E K such that .fix)=: . .r"- a E K[x] is irreducible. in K[xJ and E,; K(u) 

for ·any root_ll nf'.JJ.r). 
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Proof: By hypothesis;_ A utKE is a cycli~ group, say ·A utKE = <cr>, and o( cr) = 

lAutKEl = IE:_KI = n. All roots of the polynomial xn--:, 1, which splits inK, are 

simple since its derivative ~zxn-! ;:! 0 in view of the·assumption on char K. 

Thus _there are exactly n distinct roots of x'! - 1 in K. Since rn = sn = 1. 
implies (rs)n = I, the roots bf xil- l·make up a subgroup of [C. Any finite 
subgroup of K" is cyclic (Theorem 52.I8), so the roots of· xn - I form a 

cyclic group of order n. Let r E K be a ge~erator of this group so that 'the 
f n ·I ·1 2 .· ..n-1 n roots o x - are ,r,r , ... ,r • 

We have N E/K(r) = ;-n = 1 (Lemma. 57 .4(2)) and so there is_ a b E E with r = 

b/bcr (Theorem 57.9(2)). Lf:t u = 1/b. Then'u -~ E\{0} and· ucr = ur. This 
implies una = (ucr )n = (ur)n f zi.nrn_ .;_ u, so un is fixed by cr, so by AutKE, and 

therefore un E K. Let us put u~ =: a. · 

Then xn- a E K[x] and thiS> polynomial has n roots u,ur;ura., ... , urn-l in 

K(u), which are all distinct. So xn -a splits in K(u), but not in a proper 
subfield _of K(u) containing K, since any intermediate field of K(u)/K, in 
which xn - a ·splits, must c6n~ain the root u and hence must be identical 
with K(u). Thus -K(u) is a splitting field of:xn- a_ over K. Since the roots ?f 
xn "- a are distinct, the irreducible factors of xn - a are separable over K _ 
and !hus K(~) is Galois over K (Theorem 55.7). ]n. particular, lAutKK(u)l = 

IK(u):Kl. 

Any K-automorphism crj_E AutKEU=0,1,2,_. .. ,n- 1) sends-u tour/ E K(u), 

thus the restriction of crj toK(u) is a K -automorphism of K(u) (Theorem 
42.22). Since ucri =uri;:! 'urj ~ ucrj -wheniJ E {0,1,2, ... ~n- 1} and ·i;:! j, we 
see that these K ~automorphisms of K (u) are distinct. Hence there are at. 

least n K -automorphisms of .K(u). This implies IK(u):KI = IAutKK(u)l ;;;;. n. 

,From n = IE:KI ;;;;. IK(u):Kl ;;;;..:n, we ge~ IK(u):Kl = n, whence£= [((u). 

_ Finally, sin~e the minimal p-olynomial of u ·over K divides xn - a and . . . ~- . 

deg(xn- a) = n = IK(u):Kl = degree of the minimal polynomial of u over K, 

we deduce that xn - a is the minimal polynomial of u over K and x 11 - a is 
irreducible in K[x]. Moreover, any root tof xn- a .is equl\i to uri f~r some 
j = 0,1,2, ... ,n- 1 and, since r. E :/( -~e get K(t) =;= K(urj) = K(u) = E for any 
root t orxn- a. D 
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Exercises 

1. Let K be a fidd and let E be a finite dimensionar separable extension oL 
. . . - -

K 0 Prove that, for any "" E ~, there is an a E E such that T ElK( a)_ = ko 

2o Let K ~ L ~ E ~ N be fields and assume. that N is normal over K o If s is 

the cardinal number o~ L-liommnorphisms from E _into N and n is the 
.cardinal number of K -homomorphisms from L into N, prove ·that sn is 
·.the cardinal number of K -homomorphi~ms from E into No. 

3o Let K 'be a field of characteristic p ~ o __ andf(x) = xP- X- a E K[x]~ Show 

that f(x) either splits iiJ/K or is irreducible in K[.:t]o 

LLet K be a fie'td_of chamcteristic p .,t. 0 and f(x) = xP -'. x- a:· E K[x]o Prove 
that if f(x) is irreducible in K [x] and u a_ root of f(x), then K (u) is a cyclic 

·extension of K of degree P: 

5o Let K be. a field and n E _N 0 Assume. that either char K =' 0 or phar JC.,t. 0 
but char K does not divide no Assuine that xn - 1 splits in K: Prove that, if 
a E K and u a root of f(x) _;, xn- a E · K[x], then K(~) is a cyclic extension of 
K and IK(u):KI divides ~ and uiK!u):KI E. Ko 
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.- .. §58 
CyclotomiC Fh!lds: 

The theory. of cyclotomy is ~oncerned with. the problem· of· dividing t~e 
perimeter of a circle into a given number. of equal parts (cyclo-tomy 

· rneans: circle-division). Consider the unit .circle in the complex plane. The 
points dividing ~his unit citcle into n equal parts are the points -e 2 rri/n. := 
cos (2rr/n) + isin (2rr/n) and the geometric problem of •cyclotomy is 

·equivalent to studying the fields I[Jl (eZlfi/n) !; C. The complex numbers 

e2rri/n are roots of the polynomial xn - I a!1d I[Jl (e 2rri/") is a splitting field 

of x'! -· 1. The splitting .. fields of such polynomials over any field K will be 

called cyclotomi~ fields (although they inay not be relevant to the geo

metric problem of circle division). 

53.1 Definition: Let K be a· field and 1 e: K the identity element of K. Let 

n e: N. An exte.nsion field E of K is called a cyclotomic extension· of K (of 
order n) if Eisa split.ting.field of xn- 1 e: K[x] over K. 

'53.2 Definithm: Let K ·be a field. A root of the polynomial xn - 1 e: K [~] 
is called an n-th root of unity or, if there is no need to be exact; simply a 
root of ·unity. 

58.3 Lemma: Let K be a field of characteristic p ';z! 0 and let n e: N, 
where n =pam and (p,IJl) = 1. Let u be an element in an ~xtension field of 
K. Then u is an n-th r,oot of unity f! and only .if u is an m-th root of unity. 

Proof: If u is an m-th root of unity, then urn = 1, so un = (urn)P" = 1P" = 1 

and u is an n-th root of unity. If u is an n-th root of unity, then 0 = un - 1 

= (urn)P"- 1 = (11m - ·1)P", so urn - 1 = 0 and u is an m-~h ;oot of ~nity. o 
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So in the.sitt.iation of Lemina 58.3, a splitting field of xn - I over K is also 
a splitting field- of .Xm - 1 over .K, and conversely. For this reason,. in case 

- -
· char. K ;: 0, it is no loss 'of generality to :assume· that the order of a 

cyclotomic extension ls relativ~ly prime to the characteristic of K. 

58.4 Lemma: Let K he a field and E an (!Xtension field of K contammg 

_all n-th roots of unity. Assume char K: = .0 or (char K,n) = I. Then the set 

· of all n-th root.~ of unity is a cyclic group of order n under multiplication. 

Pr~?.of: Ifu -and tare n-th roots of unity, then (ut)n = untn = I·I = I and ut. 

is also -an n-th·_ root ofunity; Since the number of n-t~ roots of unity is at 

most n (Theorem 35.7), it follows that the set ()f all n-th roots of unity is 
a subgroup of K' (Lemm<l ·9:3(1)). This g~o~p of n-th roots of unity, is 

cyclic by Theorem 52.18. To prove that the order of this group is .equal to 

n, we must only show that all roots of xn - _I are· sinip!e. This follows 
from t!ie fact that the derivative nxn-1. of xn_- ·1. is distinct from zer_Q 

. (because of the assumption char K ::: 0 or (char K,n) = I) so that xn - and 
nxn-1 have no common root. o 

. 58.5 Definition: Let K be a field and E an extension· field of K 

containing all n-th roots of unity. Assume cizar K = 0 or (char K,n) =·I. A

generator of the cyclic group of . all n-th roots of unity is called·_ a 

primitive n-tlz root of llnity. 

I'; is- a primii(ve n-th root of unity if and only if o(l';) = n. If I'; is a primi

. tive ·n-th root of unity_, t-lien all n-in roots of unity are given without 

duplication in the list 

or in the list 
· .. 1';,1';2,1';3, ••• ,r;n-1 ,r;n:::: I 

and r;j has order n!(nj) (Lemma 11 :9(2)). Hence r;(is a primitive n-th root 

of unity if and only -if (n,jj = 1. There are therefore cp(n) primitive· n-th· 

roots of unity (cf. §I i ) . 
. ,. 
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If u is a root of unity and o(u) = d, then, by definition, u is a primitive d

th root of unity. 

1 is a primitive ·first root of unity, -1 E (: is a primitive second root of. 

unity, w E_ (: and w2 are primitive third roots of unity, i E (: and -i E (: 

are primitive' fourth roots of unity. 
p··~--" 

58~6 Definition: Let K be a· field and n E N. Assume that' char K = 0 or 

(char K,n) = 1_. Let l,; be a: primitive. n-th ,root of unity and 

, fi,;l'l,;2, · · .l,;<p(n)J = (r} :j = 1,2, ... ,n _arid (nJ) = I} 

the set of ·all primitive n-th roots of -unity in some extension field or' K·. 

The monic. polynomial 
(x- l,;l)(x- l,;z) ••• (x- l,;<p(n)~ 

of degree cp (n) is call eel iiie n-th cyClotomic polynom{al over K. and is 
del}oted _by <1> /X) .. 

For example, over II), the first few cyclotomic polynomials are 

<t> 1(x)=x-1, 

<t>ix) = (x- w)(x- w2) = x2 + x + 1, 

<I>ix) = x- (-1) = x.+ 1, 

~/x) = (x- i)(x +i) = x2 +I. 

.· We see that these are in fact. polynomials in Z [x]. This is true for any 

cyclotomic polynomial. The n-th cycl9tomic polynomial over K dbes not 

depend on the extension field of K in which the primitive, n-th roots of 

unity are assumed to lie. ·In fact, it does not even depend on K (but only 

on char K). 

58.7 Lemma:Let K--be a field, n E N and assume that char K = 0 or 

(char K,n) = 1.. Then 

(1) xn- ·1 =IT <1> /X). 
din 

(2) <1> (x) E Z [x] 1] char K = 0 and <1> (x) E Z [x] = f [:X] if char K = p ~ 0. 
n . ·. . . . n p p 

Proof: (1) Any root u of xn- 1 is an n-th root of uirity and o(u) = d for 

some divisor of n .. Then u is a primitive d-th root of unity. Conversely, if 

din, any primitive d-th root of unity. is an n-th root of unity with o(u) = 
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d. Thus <1> ix) = IT (x- ~). Collecting together the roots of .xn - with 
u•=t 

_ . o(u)=d . 

order d, for each divisor d of ri, we get· 

xn -:- I = IT (x - u) = IT IT (x -' u) = IT <1> ix). 
u•=t din u•=t · din 

o(u)'=d 

(2) Let D = Z in case char K = b and D.= l =JF in case char K = p -~ 0. We 
. . . p p . . . 

prove<t>n(x) E: D[xJ byinduction'on n. Since·<l>t\x) =x-1 and <t>ix) =x+ I, 

. we have <1> (x) E: D[x) when n = 1,2. · . n . . 
- . . . 

Suppose .now n;;;;.. 3 and that <t>ix)e: D[x] forall d= 1,2, .... ,n- I. From (1), 

we haveo xn_~. I = <1> n(x) IT <1> ix). Let us put· f(x) = IT <1> ix). Then f(x) is 
· din ··din 

~n ~ri 

a monic polynomial and f(x) e: D [x] since, by induction, <1> iX) ~- D [xJ for 

all divisors d of n which are distinct from n. As_xn- I e: D [x] and f(x) is 

monic, there a!e unique polynomials q(x) and r(x) in D[x) such that 

xn - I = q(x)f(x) + r(x); " · r(x) = 0 or deg r(x)- < deg f(x) 

(Theorem 34.4_>. Now .-let E be an extension Held ?f K containing' all roots 

of xiz -:· I >The -divL~ion algorithm in E]x 1 reads 

xn - I = 1> (x)f(x) + 0. 
. .n . , 

Sirfce D ~ K ~ E and the quotient .and. remainder are uniquely deterniin-

cd, the unique quotient q(x) in :0 [x] must be the unique quoti~nt <1>/X)-in 

E!xl and the. unique. remainder _r(x) in Dl~-1 must 'be the unique remainder 
0 in E]x]. Ilenc·e <I• (x) = q(x) e: D[x]. This completes the proof. o . n . . 

xn '- I· The equation 1• /X) = --::::::,.-__;:..__ is a recursive formula for <1> /x). Thus n <t>ix) 
din · 

d;<n 

'1• 6(.q = x6 - I/<I>·
1
(x)<1>2(x)<t> 3(x)-

. =x6 - I/(x.- I)(x + h<x2 +x+.t) =~2 ·-x+--1. 

Another recursive forr.nula is for 1> n(x) is given m the next lemma. 
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58.8 ·Lemma: Let K be a field, n .€ N a~d ·assume that char K 0 or 

(char K,n) = I. Then 

. <~> (x> =II cxd _ l)~<ntd> ~II cx.ntd _ 1 )~<d>. 
. n 'din . . . din·· . . 

. ,· 

Proof: This follows immediately from Lemma 58.7(1) and Lemma 52.14. 
(in Lemma 52.14, let the field be K(x)and letthe function F: N·- K(x)" be 

n ~ <1> /X)). D 

For exam-ple, we have, over QJl :· 

<1> 
1 2 

(x) = (xl2 -1)110l(x6 _ 1)~(2l(x4 _ 1)11(3)(x3 _ 1)11(4)(x2 _ 1)11(6l(x :_ 1)~(12) 

= (x12 - l)(x2 - 1)/(x6 - 1)(x4 - 1) = x4 - x 2 + 1, 

<I> 1'5.( x) =(xis - I)IIO>c.xs -.1 )~<3>cx3 - t)~<s>cx- l)~os> 
= (x 1s- I)(x- .1)/(x5 - 1)(x3 - IY 
= x8 - x 7 + xs - x4 + x3 - x + 1. 

58.10 Theorem: Let K be a field, n € N and assume that char K = 0 or 

(char K,n) = I. Let E be a cyclotomic extension of order n and ·let l; € E be 

a primitive n-th root of unity and let f(x) € K [x] be . the .minimal 

polynomial of l; over ~-Then 

(1) E ::::l K(l;); 

(2) E is Galois over K;- . 
(3) IAutKEI divides rp(n) and AutKE is isomo~phic to a subgroup of,Z~; 
(4) },_utKE:::!.Z~ ~ IAutKEI =rp(n) ~ f(x)=<l>n(x) 

• ··· ~ <1> (x) is irreduCible. in K[x]. 
. n . . 

Proof: (1) Let a 1 ,a2, ... ,ak.. be the ·natural numbers less- than n and 

rehltively prime to n (where k = rp(n)). so tha_t l;al,l;a 2, •• • r;a• are the roots 

of <1> n(x). Now E is a splitting field of <1> /X) by definition, so E. is generated 

by the roots of <1> /X) over K (Example 53.5(d)) and E = K(~a~,r;az, .. . l;a') = 

K(O. 
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(2) The roQts of <J>n(x) are simple because_ <1> n(x) is _a divisor of .xn-: I and 

the roots of xn - · I are simple (the derivative of xn - I, being distinct from 

0 since char K = ci or (char K,n) = 1, is relatively prime to _xn -: f). So the 

irreducible factors of <l>n(x) are separable over K. Since E is a splitting · 

field of <1> /X), Jheorem. 55.7 shows that E is Galois over K. 

(3) Since ·I; is- a root of <1> /x) E K[x] and f(x) is the minimal polynomial of 

·!; o:ver K, we seej(x) divides <t>n(x) in K[x] and the roots of f(x) are certain 

.of the toots of <l> (x). Let deg f(x) = s and l;m 1,1;m 2, •.• ~;m• be the ·roots of 
. n .· . . ·. 

f(x), where ·m 1 ,ni2, ••• ;m
5 

are . some . suitable natural numbers relatively -

prime to 11 and less than n and m 1 = l, say. Thus 

j(x) = (x- 1;m1)(x- 1;m2) ... (x- ~;m•). 

. -
Here we have lA utK£1-=.IE:KI = IK(I;):KI = deg f(x) = s_ because· E is Galois 

over .K. Any K -imtomorphism of E maps I; to one of ~;m 1 ,1;~~ • : .i;m• . . Let a. m-
. . ' . .'" ' 

be the K -automorphism 1;-:-+ ~;m• (i ::::, I ,2, . ~ ~:.~). Sirice 

j =j, 

u ;a •... ,a are pairwise distinct and AutKE=.(a. ,ci , ..• ,a }: 
fli . m2 • m .r ·. _ m1 m2 _ m,~ 

Let m;* be the residue class of-m; in ln. Since m; and ·n are i~Iatively 
prime, there holds m;" E l~. y.te put G = {m 1 *,m2*, ... ,m/} ~ l~. Consider 

the mapping 

a: G-:----+ Aut~. 
nz.•--. a· 

t mi 

. As cJ m, = am, ~ m/ 
1

= m/ ,' 'the_ mapping a. ts well. defined· and one-to-one. 

Both G and A utK£ have-s elements, so a is also onto A utKE. Then a. has an 

inverse ~: 

~: AutKE---- G ~ l~. 

a_m, mi * 

-so mk = m.m. (mod 11), so.m.*m.* = mk* and therefore 
. , I· J . I J _ 
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Hence ~: AutKE -4 l~ is a one~to-o11e group ho~omorphism, and Im ~ = G · 
is a subgroup· of _Z ~_and -~ --is an isomorphism form Au ~E onto G. This 

proves that Au tKE is isomorphic to a subgroup of l ~·- It follows from 
Lagrange's the_orem that lA utKEI = IGI divides IZ~I = rp(n). - ' ' 

'(4) Since AutiE is isomorphic to a subgroup of Z~ and IZ~l =rp(n) is finite;_ 
we have the. equivalence AutKE ~ l~ ~- lAutKEI = rp(n). 

We have -lA utKEI = deg f(x) ~nd rp(n) = deg <1>/X).- Now f(x) divides <I> n(x) in 
· K[x] and both f(x) and <1> (x) ar~ monic; so f(x) = <1> (x) if and onlyif . - n _ _ n 
deg f(x) = deg- <1> n(x), so if ~nd only if IAutKEI = rp(n).- -

· Fin_ally, since '<I> n(x) is monic and I; is a root of <1> /X), irreducibili_ty of 
<l>n(x) in K[x] implies-that <1>/X) is the minimal polynomial of I; over K, i.e., 

that f(x) :;:: <1> n(x). Conversely; if -f(x) = <I> n(x), then <t>n(x) is irr~ducible.: o 

When the base field is ([j), we have sharper results. -

58.11 Theorem: For any n E 'N,_the n:th cyclotomic _polynomial <1> n(x) 

over ([j) is irreducible in l [x]. 

Proof: Let n E N and let g(x) be an irreducible divisor of <1> (x) in l [x], - n 
with deg g(x);:;;;. I so that <1> n(x) = g(x)h(x); say, wh·ere g(x), h(x) E l [x] are 

'monic polynomials~ Let I; be a root of g(x). Thus g(x) is the minimal 

_ polynomial_ of ~ over ([j). 

Our first step-~ill be to ,show that i;P is also a root of g(x) -for ahy_ prime_ 

number p' relatively prime to n. Now· I; is a root of <1> n(x), so o(l;) ::;:; ~(n) 
and if pis a prime ~mimber such that (p,n) =;= I, then o(~P) = rp(n) 'and i;P is 
also- a primitive n-th root of unity: i;P is a root of <1> (x), so i;P is a root of 

- n • -
g(x) or of h(x). Let us assume, by way of contradiction, that i;P is not a 
root of g(x). Then i;P is a 'root of h(x). Then I; is a root ofh(xP) a~d h(xP) is 

~ --.. • • j 

divisible by the minimal polynomial- g(x) of I; over ([J). 

Let. us· write h(xP) ='. g(x)p(x), where p(x) E O[x]. Let 
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h(xP) = g(x)q(x) + r(x), r(i") = 0 or deg r(x) < deg g(x) 

. ' 
be the division algorithm in l. [x] (g(x) is m?nic). The uniqueness of the 

quatient and remainder in l. [x] ~ i[])[x] implies p(x) = q(x) and r(x) = 0. 
Thus we have lz(xP) = g(x)p(x);. wherep(x) E l[x]. 

Let v: l. ---+ f be the natural homomorphism and let v: l. [x] _. f [x) be the 
. . p . p 

homomorphism of Lemma 33.7. ·We shall write s(x) instea9 of (s(x))v for 

s(x) E l.(x), Then h(xP);, g(x)p(x) implies 

li(xP) = g(x}p(x) in fP[x]. 

Since char l.P = p, there holds li(xP) = Ji(x)P in IFP[x_J and we get 

li(x)P = g(x)p(x) in IFP[x). 

So there is an irreducible factor of g(x) in fplxl which divides li(x)P and 

which therefore divides li(x) in IFP(x). Thus g(x) and li(x) have a common 

factor in fP(x). Since g(x)lz(x) = <l>/x) divides xn- I in l.(x], there is a k(x) 

in l.lx 1 such that 

g(x)h(x)k(x) = xn .:. I in l.):X], 

g(x)li(x)k(x) = ~ = xn- I so · in IF )x) 
. p 

'
and xn- E iF (x) has a multiple root. But the derivative of xn- l E f [ij· 

p ' . . p 

is not 0 E iF (xl, so relatively 'prime to xn- I and xn- I E IF"[x) has no 
p - . p 

multiple ra<its. This contradiction shows that r,P must be a root of g(x). 

lienee if p is a prime number; 

lfl,!l) = I,. 

(; is a root of g(x), then r,P is a root of g(x). 

I 

Let m b~..: -any natural number satisfying I < m <nand (n,m) =·I.· Then· 

m = p 1 a
1p2 a

2 •• _.p /' with suitable prime numbers P; relatively prime to n . 

. -Repeated· application· of the result' we have just proved shows that r,m is. 

a root of g(x) when r, is. This is true ror each or the <p(n) naturat numbers 

m such that I < m .;:;;; n and (n,m) = I. Thus g(x) has <p(n) (distinct) roots 
. r,m and g(x l is divisible by fl (x - r,m) = <l> n(x). Hence <l> n(x) :::;,_ g(x) and 

l<m,:;;n · 

(n,m) = I 
•l•n(x) is imducibiG in l.(x). 0 
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58.12 'fhcorem: Let n €. N and let 1: be a primitive n-th root of unity ~n 

some extension o/0, Then' i[Jl(l;.) is Galois over (!}l. and Aut0(()l(l;.) ~ 1~. 
. I 

Proof: Since <1> n(x) is monic and irreducible in 1 [xJ.. it is irreducible in 

(()l(x] (Lemma 34.11). The· claim follows- now from Theorem 58.10. o 

We consider- the speCial case of Theorem 58.12 where n is prime. Let p 
be a p.rime. number. T-hen the isomorphism 1;::: IF/~ Aut0(()l(l;.). is given, 

in the· notation of the proof of Theorem- 58.10, by m;* _-- a.m; e: A ufo(()l(l;.), _ 

where am;: 1: ---~:~i. Both IFPX and Auto(()l(l;.) are cyclic. Let g ~ 1 be' such 

that its re.sidue class g* e: IFPx is a g~nerator·of IFP•. Then Aut0(()l(l;.) = <cr>, _ 

-~here cr_ = a.
8

, i.e., cr is the automorp~ism 1: ~ l;.g. . .. 

Then the p -th primitive roots of unity are -

and we have crk: 1: --l:gl: Let us put l;.k = l;.gk. Then l;.k+(p'-I) = l;.cr~+(p-t) = l;.crk = 

l;.k so that any index k. can be replaced by any j with· k = j (mod p - 1). 

Now ~:·kcr = (l:gk)er = (l;.cr )gl ={l:g)gl = l:gk+l = l:k-1'! and l;.kcrm ·=(l:gl)crm = (l;.crm)gk = 
m k k+m . - • · 

(l:g )8 = l:g = l:k+m" Tht!S .cr raises the index by 1 and more generally crm 

raises the index by / m. _ . 

Let us find the intermediate fields of the extension (()) ( 1:)/(()l. Since (()) ( l;),is 
Galoh over (()), and since_Aut0 (()l(l;.) = <cr> is cyclic of order p·- 1, there is 

one: and only one intermediate field for each positive divisor e of p - i, 
namely the one that co_rresponds· to the subgroup < cr e> of Aufo(()l(l;). ·. 

Hence this- field, say Ke,-is the fixed field of ere and IKe:(()ll = l<cr>:<cre>l =e. In.· 

order to des~ribe K explicitly, we note .first that 
- e - ... 

{ 1 .,.. .,..'g .,..g2 .,..g3 r_gp-2} ._ ( 1 .,.. .,.. r r . r } - { 1 - 2 .,.. 3. p-2} 
,.,, '> • '> .' '> ~ ···• • - . 1'>0• -.1, "2' -.3 ··:·•'>p-2 -. ,l;,l;u, l;.cr, .,cr, ... ,l;cr 

is a 0-pasis of (()l(l;) since .this set is equal to (I,t,l; 2~i; 3 , ••• ,i;P-1}, which: is a 

(())~basis_ of (()) (0 by Theorem. 50.7. So~ any element u in (()l(O can be 
written in. the form 
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110 e = (ao~o + al ~I + a2~2 + a3~3 :J-: · · · + ap_-2~p-2)cre 

= aO~e~O + ,aJ ~e+l + a2~e+2 + a3~e+3 + ~ ·: -+: ap-2~e+(p-2) 

and 11 is fixed by ae, i.e., uae = u if and only if 

ail~e+O + al~e+l + a2~e+2 + a3~e+3 + · ·· + ap-2~e+(p-L.) 

= ae+O + ae+l~e+l + ae+2~e+2 + ae+3~e+3 + · · · + ae+(p-2)~e+(p~2) 

· which is _.equivalent, when we put f = (p -: _1)/e, to 

ao = ae+O = a2e+O = a3e+O. = · · · = a(f- I )e+ 0 

aJ = ae+l = a2e+J = a3e+l. = ··· =_a(f-l)e+J 

a2 = C!e+2 = aZe+Z = a3e+~ = · · · = a(f- I )e+ z 

a· =a =a · =a =····=a · u,-JJ e+(e-1) 2e+(e-J) . 3e+(e,-J) (f-l)e+(e-1) 
. . . 

,lfld this means 1l = a1/~o + ~e + ~Ze +~3e + · · · + ~(f-J)e) 

+al(~l + ~e+l + ~2e+l +~3e+l + ._ .. + ~(J-I)e+i) 

+ llz(~z +. ~e+Z + ~Z;+Z + ~3e+2 + · · · "!- l,;(J-I)e+Z) 

+··· 
+ae-l(l,;e-1-+ ~e+(e-1) + l,;Ze+(e-1) + l,;3e+(e-1) + · ·· + l,;(f-l)e+(e-1)). · 

We put ll k = ~k + ~e+k + ~ze~k + ~3e+k + ... + ~(f-1 )e+k (k = I ,Z, · · · ,e :- 1): .The 

elements 11 k arc called .the periods off terms. We see u is fixed by cr e ·if · 

and only if u = a0 11 0 +a111 1 +azllz + ··· + ae-llle-l with a 0 ,al'a2, ..• ,ae-l E 0. 

So [ 11 0, 111' llz.· ... ;,e-d is a 0-basis of Ke. 

Note that cr: q0 -. 111' ll 1 - liz· liz- liJ·._-·~·lle.:z- TJe-l' lle~l- llo· Thus each' 

of TJ 0 , 11 1, Tlz• .•. , TJ e-l is fixed by cr e and by powers of cr e, but not by any 

other automorph~sm of Au~00(l,;). lienee all intermediate fields 0(TJ 0), 

1J;(TJ 1), 0(TJ 2 ), ••• , O(TJe-J) of 0(?,;)/0correspond _to the same subgroup <cre> 

of Autuif.D(~)- Tl;is forces ([J)(TJ 0);, 0(TJ.1) = O(lli) =, ··· = O(TJ~) = Ke. So. any 

period of f terms is a primitive element of .K e; the unique intermediate 

field of 0(<)/{D with IKe:OI =e. 
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0(0 

f f 
0( I] k) <cre> 

--
e e. 

0 <a> 

' .We summarize our results. 

~8.13 Theorem: Lei· p be a. prime number and ~ a primitive p-th root 

of unity in some extension field of 0. Let g E l be such tlzdt its residue 
class g* in iF is a generator of IF x. Then_ · 

: p p . 

(1) 0(~) is Galois over 0; 
.(2) Aut00(~) fs.a cyclic group of order p- LA genera(or ofAufoO(~).is 

theO-a~tomorphism cr:.~-+ 7;,8. : 

·(3) J.,et e and f be natural numbers such that ef = p - 1, and put 

(k = 0,1,2, ... ,e.- 1). 

Then · there is one -vnd 'only one intermediate· field . of the extension 
0 (_~)/0 whose 0 ~dimension is equpl to e. This field is 0 ( 11 k) for a_ny k = 
0,1,2,-... ,e- 1. The set {1] 0, 111' 11i• ... ,IJe-rl is a 0-~asis of 0(1Jk). All-

- -intermediate fields of i[J)(I;.)/0 are fou~d in this· way as_ e ranges through 

the positive· divisors of p - 1. 0 

58.14 Examples: (a) .We find all intermediate fields .of 0(1;), where the 

· complex · number I; E IC is a primitive . 7-th root· of unity. These are the 

simple extensions of 0 whose primitive elements are. the _ periods; In 
-order to ·construct the periods, we need a generator -of IF/. One checks 

easily that the residue class of 3 fs a generator of IF/ .. The images of ,~; 

under powers of the automorphism cr: I; -. · 1; 3 are 

. r r3 2 6 4 5 ..... -,1; ,1; ,1; ,1;. 

The 1-term periods are 1;, 1; 3,1;2 ,1;6,1;4 ,1; 5-and 0(0 = 0(1;3)= 0(1;2) = 0(1;6) = 

'0(1;4 ) = 0(~5) is the intermediate field with 10(1;):01 = 6. 
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ii. 
The 2-term periods are I; + 1; 6; 1;; 3 +I;\ 1;; 2i; + 1; 5 and 0 (I; + 1; 6) is th~ 
intermediate field 10{1; + 1;6):01 = 3. We also ~ave 0(1; + 1;6) = 0{1; + C1);, 
0(1;3 + 1;4) ~ 0{1;2 + ~;5). q 

The 3-term periods· are 11 ~I;.+ 1;2 + 1;4, ')-' = 1; 3l1;6 + 1;5 and O(n) = O(TJ ') is 

the intermediate field with IO(TJ):OI = 2. i 
; I 

i 

The 6-term. period is ~;;3 + 1;2 + 1;; 6 + 1;4 + 1;;5 t ~ = -1 and q}(-1) = 0 is the 

intermediate field with 10(_.1):01 = L 1
, 

I b 1 We determine . the intermediate fields of 0 ( 1;}/0, where I; is a 

primitive 17-th root of unity. The divisors of 17 - I = 16 are 1,2,4,8,16 and 

there arc five intcrmedi~te fields,--of dimensions 1,2,4,8,16 over 0. 

The residue class of. 3 E l i~ IF 1/ is a generator of IF 17'. The successive 

powers of 3 are congruent, modulo 17, to 

I ,3,9,10, 13,5,15,11 ,16,14,8,7AI2,2,6 

The X-tcrm' periods are 
'lo =I;+ ~;9 + ~;t3 + ~;15 + ~;16 + ~;8 + ~;4 + ~;2 

'lt ='~;3 + ~;10 + 1;5 + ~;tl + ~;14 + ~;7 + ~;12 + ~;6_ 

An elementary. computation shows that TJ 0 +TJ 1 =-1 and '1o'1.
1 

=-4. So 'lo 

. . . ::.tdl7 
and '1 1 are il_1e roots of x 2 + x - 4. lienee '1 0' '1 1 = --2-. . Which of '1 il' '1 1 

has the plus sign 'depends on the choice of 1;. We may assume I; is a 17-th 

root of unity that appears in the period with the plus sign (otherwise 

replace <; by one of the roots of unity that .appear m the period· with the 

. -t+vl7 .. -t-m 
plus sign). Then 'lo = --

2
- and-'1

1 
= --z 

The 4-ter!n .periods are 
Xo=<+i;;n+/;;16+1;4, x 2 =1;;9+~;15+1;!!+1;2 
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XI= ~,;3 + 1;;5 + ~,;14+ ~,;12, X

3
::; 1,;!0 +/;;II+ 1;;7 + 1;;6 

and Xo + x2 = llo• XoX2 = -1; XI+ x3 =Ill'· xlx3 = -1. 
~ . . 

Hence x 0 and_ x
2 

are the·roots·of x2 - n0i- 1. and x-1 ~nd x3 are the roots of 

2 . . . . . . . . . . . ·- . rl 0 + ~ --;;r-;4' - ' 11 0- -v --;;r-;4 
x - n 1x- 1. '!ler~ .we may put x 0 = 2 and x 2 = 2 by 

assuming that I; is a 17 ~ih root of unity that appears in the period .X with 

.· .. .- . . . . . . . I] I+~ 1]~+4. 
the plus sign ~he signs of radicals in x 1 .x3 = . 2 , however, can no 

longer be arbitrarily assigned by choosing /;; ·suitably. To determine . 
which of x l'x3 has the positive radical, we note 

The 2-term periods are 
1Vo = /;;.+ ~;:16, 

~I= 1;;3 + tl4 

1V2 = ~;:9- + ~;;s, 

1p3:;=1;;10+1;;7 

lp~=/;;13+1;;4 
1V

5 
= ~;:5 + ~;:12 

1p6 = ~;:15 + ~;:2 

-'" = rll .j..·r6 ."'7 . ., . ., •. 

, Here 1Vo + 1p 4· = Xo and 1p 01p4 = x1 , SO 1Vo ·and 1p 4 are roots of x2 
- x0x +X 1• 

· . x 0+.V x~-4x 1 1 
_. · . x0:t-~ x~-:-4x1 . - · -~ 

Thus 1p 0, 1p4 = 2 . \fe put 1Vo = 2 . In· hke -manner as 
' .~ • I 

above, :one can find _polynornials whose roots are 1p j and determine the 

roots .without ambiguity.· 

A 1-term period is /;;, which is ~ root of x 2 ~ ~0x + 1. _Hence we may put /;; = · 

11lo+~· 
2 

The subfield structure ·of 0((). is depicted below. 
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0(0 
2 

0(1Po) 

2 
0(x0) 

2 
i[JJ( llo) 

2 
I[} 

* 

* * 

We now prove· an important theoren1. due to J. II. M. Wedderburn which 
states that any finite division ring is . cor1_1mutative. The proof makes use 

oi· the class equation (Lemma 25.16) ·of the multiplicative group .of 

nonzero clements in a finite division ring. Let us recall the class equation 
of :any finite group G is 

. k 

IGI = l:IG:CG(x;)l, 
i=l 

where k is the.: .number ·of distinct conjugacy classes, x 1,x2 , ••• ,xk are 

representatives of thc~e classes and C(;(x;) = {g E G: xig == gxi} are the 
centralizers of xi (i = I ,2, ... ,k). 

In addition to these centralizer groups, we consider centralizer rings and 

evaluate their dimensions to find the terms in the class equation. An 

argument involving. cyclotomic polynomials shows than that the class 

equation cannot hold unless the division· ring is commutative. 

In order not It> i·nterrupt the main argument, we establish two lemmas 
we will need. 
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58.15 Lemma:_. Let n be a 'natural number greater than one _and let 
• <I> /X) be the rz_-th _cyclotomic polynomial over· Q·. Then, fo_r any a proper. 

divisor d of n, we have 

. <I> (x) l.·_xdn_ 1 = x<nld.· >:-I+ x(h/~)-2 + ... + x<nld) + 1 
, n . X - 1 • 

in l[x] 

. and, for any natural number q, 

-~~-<l>n(q) qd-1 inl: 

Proof: Since <1> /x)l(xn-;- · 1) and xn- 1 = (xd ~ l)[(xn- l)!(x~- 1)], it is 

sufficient to show that <1> (x) is relatively prime to xd - ·1 ·for imy prop~r .. . n . . . 

divispr d of n. But this is; clear, because <1> (i) and xd.., 1: have no root in 
. n . ·. . 

common: ·.the roots of' <I> n(x) are primitive n-th roots of unity, whereas a 

root of xd-= 1 cannot be a primitive n-th ~oot Qf unity if d is a proper .. 
divisor of' n. This proves the .divisibility· relatiqn in· l [x]. Substituting any 
integer· q f~r x (and using <1>/X), (xn- l)/(xd- _l)E l [x]) we obtain the_-

divisibility relation in l. o 

58.16 Lemma: If n > I and <1> (x) is the n-th cyclotomic polynomial . . n . 
over Q; then l<l>n(q)l >:_q- lfor all q E N with q ;;;,--z. 

n 
Proof: We have <1> n(x) = II (x - z;k), where z; is. a primitive n-th root of · 

.k=l 
(k,n)= I 

unity· in some extension field of 0. r:or~ example, we may take l; = e2rr.ifn • 

. Substituting q for x and using the triangle .inequaljty Ia- bl -;;;;, I Ia! - lbl I, · 
we get 

n -..... . -n · 
II lq- e2rrki/ni -;;;;, Til lql - ie2:rkiinl'l 
k=l . k=l 

n 
-l<l>n(q)l = II·lq- z;kl = 

k=l . 
(k,n)= I , · (k,n)= I (k,n)= I 

n 
= 'II lq_- 11 = (q- l)<P(n) = (q- l)·(q,- l)<P(n)-l > q- I · 

k=l . . 

. (k,n)= 1 
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in case <p(n) - I. ~ I since q > I. In case <p(n) - = 0, we have ·n = 2 and 

l<t>iq)l = q + 1 >-q- ~- o 

58.17 Theorem (Wedderburn's theurem): If D is a finite division 

ring, then D is a field. 

Proof: Let D· be a division ring with finitely many elements. D" = D \{0} 

is then a finite group under multiplication and the class equation of D • is 

k 
~m = I,w·:c0 .(x)l; 

i=l 

where k is the number of distinct conjugacy classes of D" and xl'x2, ••. ,xk 

are representatives of these classes. 

We now put C0 (xi) ={a. ED: xia = a.:tj} = C0 .(xi) u {0} k D. Since a,b E C0 (xi) 

implies x(ci +b)= x.a + x.b =ax.+ bx. =(a + b)x., we see ·c0 (x
1
·) is closed 

I I I· I I I · 

under· addition and thus C 0 (xi) ·is a subgroup of D. under addition 

(i..emma 9.3(2)). As C
0

(x)\(O} = C0 .(xi) is a subgroup of D", we conclude 

that c D(xi) is a division ring (a subdivision ring of D). 

The same argument· proves that the center of the ring D: 

Z= {a E D:x_q=axforal!x ED} =Z(D")u {0} 

is a a subdivision ring of D. But Z is a commutative division ring, i.e., Z is 

a field. Then ch~r Z = p for some prime number p and IZI = p1 for some 

·natural number t. We, Pl!t q = p 1
; IZI for brevity. 

We have Z k C 0 (x) k D. Since J?Ultiplication in D. is associative and 

distributive over addition, and since Ia =a for all a E c oCxi). we get that 

c D(xi) and D are vector spaces over z. Let dim/.C D(xi) = mj and d i mL.D = n: 
Then, as in Lemma 52.1, we have IC0 (xi)l = IZim' = qm' and IDI = IZin = qn. 

·This gives I C 0 .(xi)l = I C 0 (x)\{ 0} I= IC iJ(Xi)l - 1 = qm'- I and likewise I D"l :=::: 

ID\[0}1 = IDI- I= qn- I. The class equation is therefore 
. . ' 
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Now IDx:C ~.(xi)l is an integer, so qm'- .1 divides qn - · 1 and this implies that 

mi divides n (Lemma. 52.7(1)). 

We want to' show that D is COillmutative, or; what is the same thing, that 
Z =D. We -will assume Z ~ D and derive a contradiction. Well, if Z ~ D, then 
n > 1 mid there is at least one· xi such· that I D x: C0 .(xi) I ~ 1; because 

· IDx:C .D·(xi)l = 1 if and only if xi E Z(D x). We ·so choose the_ notation that 

{x1,x2, ••• ,x~} =Z(Dx) and'x'h+l; .' .. ,xk are not in the center of [)x. Then the 

' class 'equation becomes . 

. n - h x. .· . k x. - x ' k . q n - 1 
q - 1 -_ L,ID .CD.(xi)l + I,ID .CD.(xi)l- _IZ(D )I+ L mi _ 

i=l i=h+l . i=h+lq 

- · k n 1 
qn- 1 = (q .,- 1) + -~ q .

._LJ qm•- 1 
: 1-h+l .•. ' ' 

and mi is a p;oper divisor of n fori =h +I, ··:·k. As n > 1 by assumption, 
.. n 1 . . . 

<1> (q) divides q m.-
1 

for all i = h + 1, .. : ,k (Lemma 58.15); <l>n(_q) divides 
n q •- .. 

also qn- 1. We read from the class equation that <1> (q) divides q- I.-But . n 
this is impbssib~e, for 1<1> n(q)l > q - 1 by Lemma 58.,16. 

Thus n-'= 1-at~d D = Z is commutative. 

Exercises 

1. Find the m-th cyclotomic polynomial <1>. (x) over 0 form ..;; 50. · 
m -

2. Let <l>m(x) denote tile m-th cyclotomic polynomial oyer 0 . .Prove:. 

(a) <1> 2n(x) = <1>/-x) if2.tn. 

· (b) <1> ·(x) =;: <1> (xP)/<!> (x) if p is· an odd prime number and p.fn. pn n,. .. n . · . - - - . . 

0 

- ... 

3. Evaluate the pk-th cyclotomic polynomial <1> t(x) over 0 if p is ·a prime 
. P. . 

number and k E N. 

4. Let p,k € N and p be prime. Let <1> /X) denote the p-th cyclotomic 

polynomial over 0. Prove that, if dl<t> (k), then d s-1 (mod p) or d = p. 
p ' 
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5. Let p € N be prime, k € Z and let k* be the residue class of k in IFP. Let 

11 € N and <t> n(x) th_e n"th cyclotomic ·polynomial over 0 .. · Suppose that 

p} n. Prove the following statements. 
(a)pl<t> (k) if and only if o(k*) = n (order of k* in IF xis n)~ 

. n . p 
(b) There is an integer a with pl<t>/a) if and only if p ~ -1 (mod n). 

- 6. L~t n € N and. <t> n(x) the n-th cycl~tomic polynomial over. 0 and let 

p 1 .p2 • ••• ,p m be prime numbers of the form t n + '1 (t ,n € ~ ). Use Ex. ? . and 

prove the following statements. . . 
(a)·'l>n(anp1p 2 ... pm) = +1 (mod-np1p 2 ... pm) for any a € N. · 

(b) <t>n(~mp1 p2 ... pm) ;z! +1 ifa € N is sufficiently large. 

(c J Fcir some a € N, there is a prime divisor p of <t> n(a np1p 2 • .. p m) 

which is distinct from pl'p2, ···•Pm· 
!t.IJ Th~re are infinitely many prime numbers p of the form tn + 1. 

rThi-; is a special case of the following celebrated theorem of Dirichlet: if 

cl.h arc any relatively prime integers, then there infinitely many :Prime 

lllllllhcrs of the form an +b.) 

7. Fintl all subficlds of 0(1,;), where 1,; € (: is a primitiv~ n-th root of unity 

. . 
2 

.
15 

-1 +"./S+i::Y I0+2-.f5 
and 11 = 4.5,6,8, 12. Prove e '" :::; 4 · · 

X. Prove the formula due to Gauss: 

2:r I 1_r.;:; 1 .I .I 
cos 17. =- 16 + 16" 17 + 16 \' 34 - 2'1 17 

+~~ri_7_+_3_..J=1=7---'Vr=34==-=2~..J~I37---2-'Vr3=4=+=2=..J~_1=7~_ 
" . . . ' 

9. ·Under the hypotheses of Theorem 58.13, show that the set of periods 
· i ndependcnt of the integer g for which g • is a generator of IF P x, but the 

indices of iiulividual periods do depend on g. Describe 'this dependenc'e. 

I 0. Let the hypotheses of Theorem 58.13 be valid, with p ari· odd prime 
number, and let 11 0 ,11 1 be the [(p-1)/2[-term periods. Prqve that llolll ~ 

-_ (p - I )/4 (ir (p + I )/4 according as p = I (mod p) or p = 3 (mod p ). Show · 

that llo ~ 11 1 = •-/ (-1)1P-Il/2p. (The sign depends on ·the pri~jtive p-th root 

of unity 1,; we tak~. If we choose 1,; = e2"ilp € 4:::, then the sign is plus. This 

is considerably difficult to prove. This 1:xercise shows 0(+~(-1)(p-I)/2p·) is 
I . . 

contai~ed in the cyclotomic field 0 ( /,;). A theorem of class field theory; 
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known as Kr_onecker-Webef ·theorem; ~states that any finite ·dimensional 
Galois exte-nsion of 0 w~ose Galois group is abelian is contained in a 
suitable cyclotomic extension of 0.) 

· 11. Let l;k E C denote a p_rlmitive k~th root of unity. Show that, if (n,m) = 
1, then 0(/;n,l;m) = O(i;nm) a~d 0(/;n) n 0(/;m) = 0. 

12. Let I; E C be a primitive n-th root of unity. Prove that all roots of 
u~ity in 0(1;) are .,l;j (j = 0,1,2, .. . ,n- 1). 

13. Let- p E · N be a prime_number and ·<1> P(x) thf; pcth cyclotomic. poly
nomial over 0. Find the discriminant of <1> p<x)._ · 

14. Show tliat any finite subring of a division ring is a· division ring. 

·, 

r· 
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§ 59 
Applications 

This paragraph consists ·of five parts. In the first. part, we give an exact 
d~finition of ··solvability by radicals, discuss radical ~xtensions and 

establish the fundamental theorem due to· Galois that a polynomial 
'equation is. solvable by radicals if and only if the Galois group of the 
polynomial is a solvable group. In the second part, we . apply this 
the~rem to the ge_neral polynomial of degree n over a field and deduce 
·Abel's theorem: if n ~ 5, then the general polynomial of degree n is not 
solvable· by radicals._ In the third part, we discuss ·solvability of 

. equations -when the degree· is prime. In the ·fourth part,. we give 

formulas for the roots of polynomials of .degree two,· three· and four. In 

the last part, we examine which real numbers can be constructed by 
ruler and compass. 

* 

* *· 

- We study solvability of polynomials by an algebraic formula. We start 

. by clarifying what we mean by an algebraic formula. Intuitively, this is 
an expression like. 

involving. addition, subtraction, multiplication, division /and taking n-=th 

roots, where the terms in innermost. radicals are elements. of the field to 

which the coefficients of the polynomial belong. ·If· the terms are. from a 

field .K, the field operations addition, subtraction, multiplica~ion, division 

give rise to elements in the same field K, but extraction "of n-th root ~ 
amounts to a field extension, namely to the_ adjunct~on. of a root of xn - a 
to K. Thus a formula basically desribes a sequence 
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I 
· of fields, K 0 being the field- in which .the coefficients of the given 

polynomial lie and each Ki+1· is .obtained from Ki ~y adjoini~g a root of a 

polyn<;>mial of the form xn -1 a € ·. Klx.] to Ki.· Tliese .~onsiderations · lead to 

the following definitions. 

59.1 Definition: Let E /K :be a field extension. ,: If there· are elements 
\ I 

u 1 ,u~·, ... ,un .in E such that 
. (1)E=K(u1 ~·u2, .:.,u'\), 

(2) 'there. exist natural numbers 
I h· K( . . ) f . 2 -. _ · ui ' E .. u1, ••• ,ui-.1 or 1 = , ... ,n, 

then E is called a radical extension of K. 

· 59~2 Definition: Let K. be a field and f(x) E K[x]. We say the equation 

f(x) = 0 is splvable by raaicals provided there is a splitting field S of f(x) 
' ' ' . ..- . -

over K. and a radical extension R of K such that K ~ S ~ R . . 
. . . 

Note we do not require the :splitting. field S itself to be a radical exten
sion, rather that s be contained in some radiCal extension. 

It follows ~rom Definiti.on :59.1 that a radical extension· is a finitely 
·. . 
generated and in fact a finite. dimensional extension. When we consider 

• I • - : ' 

radical extensions as in Definition 59.1 we agre~, for uniformity in 
notation, to read K(u1, ... ~uh_ 1) ~s K whenh·= I: 

If, in .the setup of Definiti~n 59.1, hi= rs and if 'we ·put u{= ur so that 

u/ E K(u1, ... ,ui-. 1), then we may !nsert the field K(ul' ... ,ui_1,ur) between 

K(ul'· ... ,ui_1) and K(u1, ... ,ui_1',ui):. 

K(u1, : .. ,ui_1) ~ K(u1 ~ ... ,ui-l'ui') ~ K(u1; ... ~ui-.l'ui''ui) = K(up .:.,ui_1,ui), 

without disturbing the condition (2) in Definition 59.1 because 
'· 

u/ E K(u1, ... ,ui_ 1) and u{ E K(ul' ... ,ui_1,u). 
. . . . . 

Thus insertin·g aci.ditional · intermediate fields ·if· necessa~y, we may 
suppose th;t the hi in Definition 59J are prime n·umbers whenever· we 

want to. 
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On~ of the- pr.inciP,le theorem~ in this paragraph is that, if a polynomial 
·equation' f(x) = 0 is s~lvable by radicals, tben th~ Galois group ofj(x) is a 

solvable group (Definition 27, 19). In fact, we obtain more general resul~s. 

In the next three lemmas, we study: radicality 'of. some· related field 

ex tensi ohs. 
'i' 

59.3 Lemma:· Let K. ~ L ~ E. be fields. 

( 1) lf E is a radical extension of K, then E is a radical extension of L. .. 

(2). If L is. a radical extension of K and if E is a radical extensio'l of L, 

then E is a radical extensio,n of K . . · 
. . ' 

, Proof: (1) If'£ is a r.adical extension. Of K,. there are u
1
,u

2
, . · .. ,u in· E such. 

. . . ~ , \ . . . . n 

' that E ::::::. K(u1 ;u2, ..• ,un) and .u/• E K(ui ~· ... ,ur-i) for some natural numbers 

hi (i ~ l,2; ... ,n). Then E = L(ui'u~, .·.·, :un), asK~ L !::· E and also ·u 1" 1 E L 

and u/• E. L (Ill' .. . :ui-1) for i = 2, . \. ;n .- ThusE is a radical ex~eJ.Ision of 'L. .. . . 
• (2) If L. is a radical extension of K, .then there are elements u

1 
,11

2
, ••• ,un· in 

. L such' that L ~ K(u1,u2, '.:. ,un). and natural n~!llbe~s lz 1 .~2, .... ,ltm such t~at . 

··11 1" 1 E: K an.d u/' E K(u1, ••• ,ui~1 ).· If E is ·a radical extension of L, then 

there are elements .t1 ,t2 , ... ,tm i.n E such that E =:' L(t1 ?t2 , •• ·. ,tn) ·and. _natural 

numbers k
1
·,k

2
, ... ,k ·such that .t

1 
k1 E: L' and i.k• E: L(t

1
, ••. ,t. 

1
··). Thus ·there 

·· m 1 1- · 

are elements'. 11 1 ,1~2 , ••. ,un,t1;t2, :.:,tmin E such'that 

E, = K(u1 ,u2,' ..• :·"n,t1 ,t2, •.. ;t,;) and natural. numbers lt 1 ,1!2, : •• ,h~;k 1 1k2, ·: •• ,km 

such that 
u h 1 E: K ahd I . ' . . . 

h ·K.( . )f . 2 ui • E, u1, ... ;ui-i ·. or t·= , ... ,n,, 

t / 1 E> K (u1 :u2 • .'. ,un-i ,un') , _ 

t/' E: K(ui'u2, ... ,uit,ti' ... ,ti-l) fo~ i = 2, ... ,riz. ;, 

This .~hows that E is a radical ext_ension of K .-

' . 
. . 

0 

59.4 ·. Lemma: Let. K be a field and L,M radical extensions .of K contained. 

in .\.;Jme,extensio!z of K. Then their composilllm (see Definition 50J 7) L M · 

i.\"tl rmlica/ extemir;n of K. 

Proof:. Sinn! U and Af are r:idical extensions of K, we have-
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<i = 1,2, . .. ,n) 
(j = I ,2, .. : ,m) 

with so~e suitable elements u., t. a~d natural numbers h.,k .. Now LM is 
. . , I ·1 I 1 · · 

the· smallest subfield of E containing K _and u1,u2, ... ,un,t1,t2, ... ,tm, so LM = 
. . h . . 

K(ul'u2, ... ,un,t1,t2, ... ,tm).-·Since ui • E K(u1, •.• ,uh-!) fori= 1,2, ... ,n and 

likewise tfi E K(ul ,u2, ... ,Un;t!' ... ,tk-!) for j = 1 ,2, ... ,m' we. conclude that 

LM is a radical extension of K. (where K(u!'u2; , .. ,un,t1, ••• ,tk-!) is to be 

read as K(u1'u2, : .. ,un) when k = 1). . o 

59.5 Lemma: Let ElK be a radical field exte~sion and let N be a· normal 

closure of K ov~r E.· Then N is a radical extension ofK . 

. Proof: Let {a 1 ,a2 , , .'.,am.} be a K -basis. of E and let J;(x) E K [x1 be· the 
minimal polynomial of a; over K. Wf? remind the reader of the fact that N 

is a splitting field .of f(x):= / 1(x)f2(x) .. . fni(x) over· K (see the proof of 

Theorem 55.11). 

Let a be a root of fj(x). There is a Kdsomorphi.sm cp: K(ai) :-+ K(a) with a
1
1p = 

a (Theorem 53:2). Since N is a splitting field ofJ(x) over K(a) and over 

K(a) (Example 53:S(e)), the isomorphism cp extends to a K -automorphism 
<I>: N -•-' N of N (Theore~- 53~7). Theil E<l> is an intermediate field of N fK 
wliich is K -isomorphic to E and E <I> contains . the root a. of f..(x ). In this_ 

. . . . / 1 1 . . ' 
way, we find, for each j = 1,2, .. . ,m and for each root b. of fj(x), intermedi-

ate fields of N /K which are K -isomorphic to E and which contain the root 
b of Jj(x). 

Let £1'£2 , • · •• ,Es. be the fields obtained in this way: Then each E; is K

isomorphic to E and so a radical extension of K. Using Lemma 59.4 
rep.e~tedly, we get /that the co.mpositum E1(EiE

3
( ••• Fs>) .. . ) is a radical 

extension of K. But this corripositum is a subfield of N containing all roots 
of f(x). Since N is a splitting· field of f(x) over K, the compositum must 
equal N. Thus N ·is a radical extension. of K. 0 
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59.6 Lemma: Let ElK be a finite dilnen.~ioizal field extension, m E N. 

Ass lime. _char K :;= 0 or (m .~izar K) == 1 and let 1;: be a primitive ,;z-tlz root of 

Linity. If.£ is Galois (J~er K, then E(l;:))s also Galdis'.cJVer K. 

P-roof: We have;a _chain offields K;;;; i ~ £((,).-By' Theorem 55.7, there. is 

a polynomial f(x) E K[x] whose irreducible factors· are separaple- over K 

such that E is a splitting field off(x) over K and £(1;:) is the splitting field 
- - oL tile m-th , cyclotomic polynomial <P m (x) ·over E, whose -irreducible 

fac_tors, too, are separable. over E. (Theorem 58.1 0). -

We clai~ '£(1;:) is a ~plitting field 6f f(x)<t>m(x) E K(xl 'over K (we have 

· <1> ~ (x) E K[x] by Lemma 58.7(2)). Since the irreducible factors of 
m - - - - - -

f(x )<I> (x) have no multiple roots, they are· separable over K and the 
m , . .·· .. : . . 

claim will imply that £(1;:). is a Galois extension of K ·(Theorem 55.7). . . . . . . 

-Any ro~t of f(x)<l>m(x) is in £(1;:), so f(x)<t> ,;,(x) splits in E(l;:). Now oiet F be a 

s'ubficld of£(0 containing K such thatf(x)<t>m(x) split~'in F .. Then all roots 

. of f( X) are in F and, since E is- generated over K by the roots of f(x) 

-(Example '53.5{d)), E ~F. Moreo'{er, F coritajns 1;:, so we have £(0 ~ F. 

Thus /(r)<!> m(x) cannot Split in any proper subfield of £(1;:) ·containing K 

and £(1;:) IS therefore Galois-over K. o-

59~7 Lemma: Let K be a field,.iz E H and_ assume that char K = 0 o-r 

( char· K,n) = 1., Suppose tluit K contc~ins a primitive n-th root of unity. Let · 
a E. /1.'\[0} and _let u lie a root of _tn- a E K]x]. Thqz 

{I) K( u) is a cyclic exte11sion ofK; 
(2) iK(u):KI divides nand uiK(u):KI E K. 

i•roof: (I) \Vc must show K(u) is Gidois over K'imd AutKK(u) is a-cyclic, 

group. If ( 'E "', is a priillitive ~z-th rO<it of ·unity, then u, l;:u, r; 2u, ... , ~;:n-!~l. _ 

arc the roots <)f xn- a. Thus K(u) is a splitting field of xn- a over K. The 

p'otynomial 'xn - a. has no multiple roots: 'so the 'irreducible' divisors of 

xn- a arc separable over K. Thus K(u) Is Galois ?vcr ~ (Theorem 55.7). 

\Vc r1owshow _that AutKK(u)_is cyclic I't' o E AutKK(u), thcr:t uo is a.root'of 

xr.- cl, -;o uo ·=("II for some .(not ncc;cssarily primitive) n~th rQot ·~;: of 
• J • • .' ' • 0 

Ullit). Since: (
0

,11_= II( a r) = (IIO)T = ((
0
/l)r == ((

0 
r)(ur) = ( 0 ·~,11 = ((

0
1;:,)11 and so 
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. . 
~or=~"~1 foranyo,r.EAutKK(u), the mapping rp:AutKK(u)-+<~>~K".isa 

o·-~" 

homomorphism of groups. Here o E K er cp if 'and only if~ = 1,ci.e., if and . . · , a · , 

or'lly if u'o = u, so if and only ·ifo is the identity mapping on K(u). Thus 

'Ket iP, = 1 and:q:> is one-to-one. This shows that AutKK(u) is isomorphic to. a 
·subgroup 6f K·. Since AutKK(u) is. finite, AutKK(u) is a cyclic. group by 

Theorem 52.18. 

· (2) Let IK(u):KI =d. Since K(u) is Galois over K; we ,have IAii~J;:K(u)l = d by_ 

the_ fundamental .theorem of Galois theory. So Au tKK(it) is a· cyclic group 

. of o~der d, say jllltKK(:u) = <o>. Now.<o>is isomorphic to a s~bgroup <~"> 

of<~> and<~> has·ordei· n._Hence dl1i. Moreover, a(~")= 1<~0 >1= l<o>l = o(o) 

= d,so /;
0 

d = 1 and.(I;d)o = (uo)d = (l:;u)d = r,/ud = ud, so ud is fixed by o 

and by Au t;;f((zi), so lld E: K sinc-e K(u) is Galois over K. . o 
' • . ; I • 

We now proceed to prove that the Galois group of a polynomial is a 

solvable group if the polynomial is- solvable by radicals. It will be seen 

that it is ·sufficient to· prove !his unde1: t1w asumption that a splitting 

field· of the pol:xnomial is a radical extension (rather than, a subfield of a 
radical extensi~n), and orie may moreover supp<;>se that splitting' field of . 1 

the polynomial is Galois over ·(he base fieJd. As ·a technical convenience, 

.we will bring a c~rtain root df unity into the ba~e field. Then the 

subgroups of the Ga!Qis group correspondi~g · to ·the intermediate· fields 

as. in Definition $9.1 under the Galois correspondence will make up ; 

ch,ain such that each group will be normal in the .next one and the factor 

groups .v..•iil be -cy~lic by Lem'nia 5.9.7. -This will give an abelian series of 

the Galois group, which.must be therefore solvable. 

59.8 '};heorem: Let K be a field and E 4 Giilois extension of K.lf E is a 

. radical extension of K, rHen. AurKE is a s~lvable group. 

l>rm}f: Since E is a radical extension of K, we have E = K(ul'1~2 • · ••• ,u,) and 

there are natural !~umbers h1,h2,· ••• ,h such that u_h; e: K(u1, ••• ,u._1) fori 
m I , I -

= 1,2; . • .. ,n. Without .loss of generality,·. we. may suppose hi are prime 

numbers. / 
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First we show that char K, if dl~tinct from 0, can be . assumed to be 
distinct (rom all the prime mi~bers h .. ·Indeed, if 0 ,; char ·K = p '= h., 

. ,· _ .-. . . .·I·, : . - · , . · .· I 

. then. u{ E K(u
1
: ••• ,ui-l ). But e is. Galois, herice. separable over. K and over · 

K(u
1

, ••• ,u;_ 1) (Lemma 55.6); so ui is. separable over K(u 1, .: •• ,uj_) and 

K(u1; ... ;u;_ 1,u5= K(u1, ... ,u;_ 1)(u;) = K(up ... ~it;_ 1 )(uf) = K(u1, ... ,u;_1,uf) = 
K(ul' ... ,u;:/·by Lemma ·55.16. Thus K(u1, ... ,u;_1) = K(u1, ... ,u;-·i,u) and U.;-
can be deleted from ·the set of gt<nerators. We assume all generators of 
this . type ·have· been· deleted · imd thu·s all the · priine numbers · hi are 
relatively prime to the· characteristic of K-in case char K = p ~- 0. • 

. ' 

Put .in = h Jz·2. ; • h n and l~t I;. be a primitive in -th root of. unity. We 

consider th~ cyclotomic extensions E(O 'of E a~d K(J;,) of K: 

£(/;) ' . 

E~~K(i;) 
yEnK(~;).· 

K 

'. 

.; . 

Since ejiher. cizar K = 6 or char K is relatively prime to m~ Lemma -59.6 

shows that:E(I;)/K is Galois (E is finite dimensional over K because E is a· 
'•- -~ . . , . • . , ~ . . I 

radical extension of K). Theore~ 54,25(~) gives: A utEE(i;) <Q AutKE(I;) and 

,, A utKE ~ AutKE(l;) I AutEE(i;). We want i~ prqve. that AutKE is a solvable 

group. If . we can show that Au tKE~( /;) is solvable_.. then )4. u t~E. will also .·be 
solvable, beca~:~se a factor group~ o'f a solvable· group .-is solvable (Lemma 

27:20). Thus it is stifficient 'to prove. that A utKE(I;) is, a solvable group. 

·We :make one further reduction. K (C) is· a Galois exten'sion. of K _by · 

Theorem 58.'10(2)~. so ·~utK<c>E~i;) <Q ;\utKE(~) and m.oreover A utKK(I;) ~ 

AutK:ECt) I A_utK(t;)E(i;). We know that AutKK(i;) is abeli~n (Theorem 

· 58.10(3)). Thus AutKE;(i;) I AutK<cl(i;) is abelian and solvable. If we can · · 

show that Au tKcc/<O is. solvable, then A utKE(I;) will also be s9lvable in 

.view of Lemma 27.21. Thus it is sufficient to prove)h~t A utK(t;l(l;) i~_a : 
solvable group._ · 

• • • • • J 

We put K(l;)= E0 ~nd K(Cuj~ .. _,,it)= EJor i = 1_,2, ... ,n. In ,particular En = 

: k(~.u1 ,u2 , ••• ,un) = K(ul'u2, ... :··un)(l;) = E(.~). _SinceEn/,K is Gal~is, En ;s Galois 

ever any ii~tcrmc'diate field (Theorem 54.25(i )). Thus ·.E~ is .Galois over £0 .. 
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'' 

Let Gi < Au tE/n ~ Au l.J<<r./3:( 0 be the subgroup E/ =.Au_ tE,En of A u tE
0
En 

corresponding· to E. (i = 0,1,2; ... ,n)~ 
1 

0 

• • •• l' • • • ~ 

,E(~) = E G =1 n n 

~· q 

. ~-1 q_1 

K(l;) = 1'1> q 

Now .. · char Ei~.i = 6 or relati~ely prime to hi . -
1 

~ = K(l;,u;, ... ,ui) = K(l;,u" .... ,ui_ 1)(ui) y=Ei~ 1 (ui), 
h·. . . ·'· c . ·. 

ui • E K(u1, ··-~·ui_) _ K(l;,u1, ••• ,ui_1);=Ei-!" 
and ~-: 1 has a p~mit~ve hi~th root of unity, 

:. 

si~ce. in fact. Ei_ 1 ,has .a primitive m-th. root .of unity (i = 1~2, .. : ,n). Thus 

, !,.emma 59.7 applies and show_s that Ei is a cyclic, extension of Ei-l -o~ 
de~ree JEi :~:..il =hi or 1. ·In particular,' Ei is Galois ov~r !!i-1 aiJd,· since En is 

also Galois over Ei_Pwe get G /_<Q Gj~ 1 and Gi_/Gi :~'Au tE,_
1
Ei from' 

Theorem ·54.25(2). Thus 1Gi_1 /Gi I= IEj :f.i-:11 =hi ?rl ~nd Gr;./Gi is cyclic (of .. 
prime order h: or ·Of order 1). Hence · · 

- _. ·I 

.. . --

is an abeiian series of AutK<r.>E(l;) and AutK<r.>E(l;) is a solvably group. This 
completes the proof.· o 

5.9.9 Lemma: Let ·ElK be a .field exten~ion and 

.K1 =.{a E S: acp =a fqr all cp € Aut~}. 
Then Aut~E = AutK E and E is' Galois over K1 •. 

' I 

ProOf: Clearly Kr is 1Closed un?er addition, subtraction, multiplication 
and diyision; so K1 isa field and:we have K!:;; K

1 
bythe-very definition of 

K1• Any K -automorphism of- E · fixes the. elements of K 
1 

and, since K !:;; K_
1
; 

any K1-automorphism of E fixes K ~lementwise. Thus Au iKE-:;; AutK E. 
. . . . . . l. 
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.If b E E is ,fixed by all K
1
-automorphisms of E, then b is fixed by all K

-· automoq'lhisms of £,'sob E Kl. Hence Kl. is the fixed field of AutKIE, which 

means E is a Galois exten~ion of K 1. 0 

59.10 Theorem: Let K ~ S ~ R be a fields. I{R is.a radical extens~on of 

K, then Auii(-') is a solvable group. 

l'roof:\~-e put K
1 

=(a .E: S: acp =a for all cp E_ AutKEJ. Tl1cn A~ttKS = AutK
1
S · .

and S is a Galois extension of K
1 

by -Lcmn1a 59.9. Moreover, R Ls a radical · 

~xtension of K
1 

(Ccmma .. 593(1 )). Let N be anorrnal c;losurc of K 1 ·over R. 

·i·hen N is a radical extension. of K; by Lemma 59.5. . . . . 

,N \ 
I 

R 

\ I 
I 

\ ( 
radical 

s radical r. ~-

. .( . 
Galois 

1 :J ' 
\ -

Kt 

K -

;.; ow S is ;t Galois extension of. K P so S is (K 1 ,N )-stable (Theorem '54 .23 ): 
' ' - '. 

Then ;\ut,N <:J All/K
1
N,and AutK

1
N / AutsN is ison19rphic_-to the subgroup 

.of ,\'utA S consisting ilf all K 1-automorphisms of S that arc extendible toN 

tTIH.:orem 5-1.24). What is this· subgroup of AutKS'!Sin~e N·is normal 
. . I , . . . 

·over Kl. there is a polynomial f(x) in K 11xl such that N is .a splitting field. 

of·j(\) ovL·r. K 
1 

iTheore'm 55._3). Thus' !Y is a splltiing field of-j(x) over S . 

( Exampk · .'\J.5(e)) and any K
1
-ati.tomorphistil . of s, can_ be exte-nded to a 

· K -autotnorphism of N (Theorem 53.7). So the subgroup of AutK S consist-
·. . . I - . 

in!! of all K,-automorphisins ·or S 
' ' . that are extendible to N ·is actually the 

\\ hok .-\II/A S. \Vt.: gL:t 



. ·A utKS =_AutK,s =:f. AutK 1N/Aut~t. 
. . '· ·-. . . l . . 

Since any factor group of a· solv<~:ble gro4p is solvable (Lemma 27.20), it 
suffices to prove that A utK N is solvable. As .in the first paragraph in this 

I . ', I. . ,' -_1 . .. I • • •• 

proof, we replace the base field by· another and make the ·extension-

Galois. '!"'e RUt K2 ::; (~ E N: a_cp =a -for all cp E A~tK/'iJ !;;; N. Then K1 !;;; K2 

and·· Au tK N .d:. AutK N. Here N is ·a Galois, radical e~tension of K2 (i .. em-~a . _ I . , 2 , ·.. . . · .. 

59.9, Lemma. 59.3(1)) and Tqeorem 59.8 yields that AutK N- =-AutK N is a. 
. ' . . l 2. . ...• 

solvable group. · o 

From Definition 59.2 and Theorem :S9.iO, we get 
l 

59.11 · Theo~em: Letk' be a fieM a~d f(x) E K[;]~· If the equation f(x) ~ 0 

is ~olvable by radicals, then the Galois group of f(x) is a solvable group. o 

I.' 

We now want to establish. the converse of Theorem 59.9. Let ElK be. a 
Galois. extension. If Au tKE is, solv!ible,' then the composition fact~rs of . 
A UJKE are. cyclic of prirrie order -and the Galois. correspondence gives rise 

to a chain o( iritermt}diate fields in which the; two consecutive. terms 
'. . . , .I 

represent a cyclic ext,e,nsion. of prime degree .. There' are two ·types· of 
cyclic extensions . of' prim~· degr~e: (I) extensions. of· the form K(u)/K 

.where Z: is a ro~t of xP- x and charK ~ 0 or (p,char in = 1 and (2) ext~ri-
• • I' • • • • \ • • I 

sions of the form K(u)l~. wh~re .u is a root of xP- x- a and p =char K. · · 

(Jus! as Le~ma· 59.7 is the conv'erse of Theorell) 57..11 •. Theorem 57.10 
a'amits a .converse; see § 57, Ex. 3,4.-) Hence. the extensions of the second 

- type will creep into the intermediate field. structure of E /K . . There are 

two ways of coping with , this situation: Either we modify: _the defin\tion 

of radical· 'extensions so. as to include extensions of the second . type as 
admissible interme~iate ·steps (see · Ex. 1,2.) or we impose restrictive 
hypotheses on . the character~stic to prevent extensi~ns of the second 

/ ·. 
type ·from coming up. 

',1. 

I . 



59:12 Theorem: Let K bd a field and E a :finite, dimensional Galois · 

exte~sion of K •. Assume 'char K = 0 or 0.~ char K and ;·char K does not 
divide IE: Kl. lfAuiKE is a. solvable grozip, the1i there is a radical extension 

R of K such that K ~ £. ~ R. 
I, . 

Proof: We make induct~on on IE:KI. If IE;KI = I, then E = K and 'K is a · 
radical extension of K containing K. Thus the theorem is proved in case 

IE:KI = l. 

Let n = IE :KI. Assume n ;;;;. 2 and the theorem~ is proved for all ·field 

extensions of degree <: n. ,, . 

Since A utKE i·s a solvable group. Au tKE =: G has a subgroup of pdme 

index, say H.;;;;; G a·nd IG:HI =p, -where pis a prime number (Theorem 
'· . . . ' 

27,25). Here p' divides IAutKEI = IE:KI, sop~ ~harK by hypothesis. Let I;, be 
' . ' . 

a primitive p-th root of unity'. The cyclotomic extension K(O is a radical 

extension of K, so, if we can prove there is a radical exten~ion R of K(I;) · 

E(l;) 

. 
E K(I;) 

En K(l;) 

H 

·p 

.AutKE K 

.containing E(l;), then R will be a radical extension of K containing E. 
(Lemma 59.3(2)') .. 

We show th?t £(0 is .yontained in some radical extension of K(I;). Since E 

is Galois over K, Lemma 59.6 yields £(/;) is Galois over K and Theorem 
' .· - / -

54:23 yields f! is (K,E(l;))-stable .. So the restriction mapping a -+ a IE is a 

homomorphism rp: AutK(~;l(l;)-+ AutKE. lfcr E Ker rp ~ AutK(l;)E(c;), then cr
1
E 

fixes all elements of E, so a fixes all elements of E and ~lso ~;, so a i~ the 

identityn'lapping on E(i;),.,soKerrp ={'Em} and
1

rp is one-to-one. 

We distinguish two cas~s. according as lm qi 'is a proper subgroup of 
;jutKE or ~qual toAutKE. Sine: E(l;) is Galois over K, it is Galois over K(l;). 

by Theorem 54.2-S(I)'and so IE(l;):K(/;)1 == IAutK(l;)E(I;)I. 
r . • 
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If lm rp < AutKE' then 1£(/;):K(I;)I = IAtitKc~l(l;)i =lim rpl < IAutK~i = n. Now· 
A utKccl(l;), being isomorphic to a S!Jbgroup o~ the .solvable group Aut0, 
itself is a solvable ·group (Lemma 27:20) and_ £(1;) is Galois over K(l;'), so, 

by induction, there .is a radical extension R of.K(I;) .containing 1£(1;). The 
proof is complete; in this case. 

If I in rp = Au tKE. then .fP is . an isomorphism and has an inverse, fsomorph'.. 

· ~sm rp-1
: AutKE-- Aut~mE(l;). We put J :;=Hrp-1

• Then J,<Q AiltKc~l(O ·and 
iAutK(~;E.(l;):Ji =p. Since.H is solvable, its isomorphic image J issolvable: 

. Let F =(A ut)l(i;))' be the intermediate field of ·tlie Galois extension 
E(OIK(l;) corresponding to J .. 

I 

F ] H 
p, p p 

K(l;) ._ r · Au tK(~)E(I;) Aut~ 

As J .Q AutKCc>E(i;), Theorem 54.25(2) shows that F is Galois ove~ K and 

A uticcl === AutK(~)E(l;) I AutFE(O = AutK(~l(!.)/ J === cp' so.F is a cyclic. 

extension· of K( r;), so F = K (il) for some root of a suitable polynomial of 
the form xP-:- a in K(l;)[x] (Theorem 57.11). Thus F ~s a radical extension of 
K(l;_). Hen~ AutFE(i;) = J is solvable, £(1;) is Galois over F (Theorem 

54:25(1)) and 1£(/;):FI < IE(I;):FIIF:K(Ol = IE(I;):K(<.)l = n, so, by induction, 
• there is a radicalextension, R ofF with F r;;, E(r;,) ~ R. Since R is a radical 

• • ' I ... 

extension 'of F and F is a-radical extension of K(l;), Lemma 59.3(2) yields 
'that R is.a radical extension ofK(r.)with· K(i;) f: E(r.) r;;, R. This completes 
·the proof. 0 

59.13 Theorem: Let K .be afield .and f(x) E K[x] .a polynomial of degree 

n > 0. Sllppose char K = 0 or 0 ~ char K :> n. The~· the eqiwtion f(x) = 0 
is solvable by -radi~·als if and only if the Galois group of f(x) is a' solvable 

group. 

Proof: If the equation f(x)' = 0 is solvable by radicals, then the Galois· 
group ot' th~, polynomial f~x) is solv?bl\! by Theorem 59.11 .. 
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Cori versely, let S be a splitting field of f(x )'over K ·"and assume that the 
. ·Galois group AutKS off(x).is solvable. In order to prove that the equation 

J(x) = 0 .is solvable by radicals, i.e., in order to_ prove that there is a 
radical extension R of K. satisfying K !:. S !: R, it suffices, in view of 

Theorem 59.12, to show that S is Galois over: K ,aiJd char K ,;, 0 or _char K 
does not divide IS:Kl. 

To prove that S is Galois over K, we use Theorem 55.7; We need only 

show that the irreducible· factors of, f(x) are separable over K. This is· 

clea~. in case char K = 0. If char K ;z! 0 and axd .~ ·· · · € K[x] is an irreducible 
factor. of f(x) with a· ;zi 0, then d .;;;; n < char K and da ;z! 0 € K, so its 

d I 1 , d , 
derivative dax ~ + · · · is not equal to 0 € K[x] and ax + .. ,. is separable 

over K. 

Thus we are done in case char K = 0. -In case. char K ;z! 0, we have char K 
> n, so the prime number ~harK does ~ot divide· n! and, as IS:KI .;;;; n!, it 

does not divide IS:Kl either. The proof is complete. o 

* 

* * 

fn' this part, we proye the celebrated theorem due to Abel which states 

that the .general· polynom!al (over a field of characteristic 0) of degree n 

is solvable by mdicals if and only if n .;;;; 4 . and some r_ehited results. 

First of all, we must explain what \}'e mean by the general· polynomial of 

' degree n. 

59. 14 Ocfiniti?n:. Let.K be a field and let a1,a2, ••• ~an-l'an ben distinct 

indetermi-nates over K. The polyrwmial ~ 
. .I:(X) = Xn- a Xn-l +a Xn-2 .: ~ Xn-3+- '"' + (-l)n-la X+ (-l)na 

. · I · 2 3. · · n-1 n 

. in K<a 1,a2, ..• ,an-I ,an)[x i is c~lled the general polynomial of degree n over 

K. 

Any monic polynomial in K[x] can be obtained· from f(x) by substituting 

a,ppropriate c!erncnts of K for the indeterminates. This justifies the 
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terminology. Note, however, a. peculiarity: the general polynomial of 
degree n over K is not a polynomial over K, that' is, it is not in K[x], but in . 
K(a1,a2, : •• ,gn_

1
,a)[x]. · . 

Altemating signs are attached to tlie coefficients a. for convenience in 
coinputatior\s. This mak~s it easier t~ compare th/ cpefficients aj with 
the . elemejltary symmetric polynomials .. ' 
·' . . 

. ' . •. . . I . , . I. 

Our main• goal is· to prove that the Galois group of the general polynomial 
of degree n \s _ ih!'!. symmetric group Sn. After we established some 

prepatory lemmas, we prove th~t each permutation of the roots induces 
an automorphi~m . of the · splitting field if . the·. roots . are indeterminates 

(Theorem 59 .17) and that , we c;:an indeed trea.t the· roots ·of the general , 
polynomial as indeterminates (Theorem· 59.18). . . ··--.,. . ' .. -. 

59.15 Leninia: Let Dpf~~2 be. i11tegral domains and F1,F2 
·the field of Aac- · _ 

tions·of Di.D2>especiively'.!frp: D1 --· D 2 is a ring isomorphism, then the 

mapping 

. is a j['eld isomorphism. 

cpl: Fl-- F2 . 
alb ·--:-- (acp )l(bcp) 

. . . . 
Proof: We,are to show that·_cp 1 is a one-to-one ring homomorphism from 

Fl onto F2. Let a,b,c,dE Df an~b;d ;z! 0. Then / 

alb =: cld · ~ ·ad= be ~ :(ad)cp =.(bc)rP -~ acp·dcp =· brp·ccp 

~ '(acp)/(bcp) = (ccp)l(dcp) ~- (alb),cp
1 

= (cld)cpp 

which shows that cp I is well defin~d and one-to-one. M~reov:er, if u _€ F 2; 

then u =_elf for some 'ej E D2 with f 7! 0, then e = acp and f= bcp for _some 

.a,bED1 :and b7! 0, sou=elf=:artflbcp =..,(alb)cp 1 is the image of alb EFi 
under cp

1 
and thus cp

1
is onto:F2; ' · ' • 

.\. 

It remains ito _prove that cp I preserves addition' and multiplication. This is 
easy:-_ if a;l),c,d f'.·[j anc). b,d·;:. O,.then 

. [(alb)+ (cld)]cpt.::;;; [(ad_+ bc)lbd]~ 1 ~{ad+ bc)cpl(bd)cp 
= (acpdcp _+ bcpccp )l(bcp'dcp) ·= (acpibcp) + _(c_cp/dcp) 

, . ' 
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and 
[(alb)( c/d) ]rp'

1 
= (a.~/bd)rp 1 = {ac)rpf(bd)rp = (arpcrp )((brpdrp) 

= (arp{brp)(crp/drp) = talb)rp 1(c/d)rp 1: 

Thus rp 1 is a field isomorphism: 0 

59.16 · Lemma: Let K be afield and let x1,..t"2, .•• ,xn be n distinct indeter-: 
'minates ove·r K .. 

(1) For each permutation cr _E. S , the mapping 
. • . n . 

cr':.K(x
1
,x2 , .•• ,xn) K(_;(l'x2, ••. ,xn) · 

J(xl'x2, · .·. ,xn)'/g(xi .X2, · · · ,x)-. f(xla•:Sa•: ··,X no )/g(xlo~o ... · · ,xn) 

is a field automorphism of K(x1 .Xi• .·:. ,xn). 
(2) /fer, r E Sn andcr ~ t, then cr' ~ r' .. 

Proof: (l) Let o:. E Sn. The ~appipg cr ":· K[x1 ,x2, ... ,xnJ-; K[xj ,x2, .•. ,xn[ 
f(x 1 ,x2, ••• ,x ) -> f(x

1 
.x .. , .•. ,x ) . - ' n 0 r-za. na 

is the. substitution homomorphism 'that substitutes x. for·x. (j = .1 ,2, ... ,n). 
. . . . . JO ) . • 

Ithas·an inverse_(~:T 1 =(o-1)":f(x1,x2: ... ,xti):-. f(Xj 0 .~.X20 .J. •• ,,xna·l)· Th~s 
o" is a ring i~omorphis~ fran~ the iiHegral domain K[xl'x2 , ••• ,xn[ onto 

I . . 

itself. Lemma 59.15 gives that 

(o'')( K(x
1
,x2, ... ,x)---+ KcX1.x2, •• .',xn) · 

f( x1 ,.t2, ••• ,Xn)/g (xl'x2,' ... ,xn) ,_, f(x 1 ,x2, •• : ,xn)o "/g(x
1 
,x2; · ... ,xn)o" 

is a field aulomorphism .of the the field K(x 1,xi_, ... ,xn) of fractions of 

K[x1,x2 , ••• ,xn[. But (o ")
1 

i.s nothing else than .o •. lienee o · is a field auto. 

morphism of K(x1,x
2

, ••• ,x) . 

. (2) Ir.'o ~ r, then there is·ajE (1,2, ... ,n} such thatjo ~jr, then x.o.-=x. ~ 
. J )0 

x. ·= x.r, so o ~ r·. 
1 r J - . 

0 

59.17 . Theorem: Let K he a field ami x1 ,..t2, •• : ,..\ he n distind indeter-. 
s 

minates qrer Kt wui let· 

/ 
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.. ' . 

. ~" ·-· ............ . 
f ,= 'X

1 
. .i

2 
•. . X 

n .. . .n __ 

be the elementary symmetrf'c po.lynomials_ in K[x
1
,x

2
, ••• ,xn]. Th~rz. the 

field of rationa(functions K(x
1 
,x2, .•• ,xn) is a· Galois ext(msi~n ·of 

Kift ,[2, · ••• ~). jhe. subfie1d of K(x1,x2, ••• ,xn) genera,t'ed by J; ,f2,. ; • ~ over K · 
and AutK(f··· . .f., ·J.· >K(x1,xi, ... ;x) ~ S. . 

. ·. ... 1 2t··· .. n . ·. . .n. . n 

. indeterminate over K .. If. 

then h(x) E L[x] and h(i) splits in£: 
' ' . ' ' ' '' \ ' 

h(x) = (x -,x1)(x- x2) .•• (x -:in). 

Since B = L(xl .Xz, '. ,xn) 'is genera~ed by the r?ots X! .Xz~· .. ,xn or' g(x.) over L. 

we deduce that E is .a splitting field ofh(x) over L (Example 53:5(d)). As 
h(x) has no multiple roots, the irreducible. factors of h(x) in L[x] are 
separable ov~r L. Theore_m 55.7 tells· now. E is a Galois ·extension of L. 

For. each of the, n! permutations cr in Sn' ·there is a cr' E Aut(E). by. Lemma 

59.16, and (]., fixes ft>fz· .. ·. Jih asfl lz • ... ,fn. are symmetric polynomials, so 
'cr ~:fixes L = K(i;_..fz, ... ~f Thi's Il!eans cr ~ E AutLE. As cr ',r'·€ A1ttLE are 
distinct whenever cr, r E S are distinct, there are. at least n! automorph-. n ' . . . . . 
isms in AutLE and iAutLEI ;;;.. nL On-the. other hand, iAutLEI = IE:Li. since.£ 
is Galois .over L .and 1E:Lt ,.;;;; n! by :Theorem 53;6 and Theorem 53.8. So 
we have iAut~Ei = n!. We know.from Theorem 56~14 that A~t(:! is 
isomorphic to a subgroup of ~ n. In view, of I Au ti Ei =· n ~. · it must be 
isomorphic to s . · · o . n 

. ·. 
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·' 

.. 
59.18 ·Theorem: LetK be a field 'and n E f\oJ. The Galois group of the .. 
general polynomial ~f degree. n over K is is~morphic to S .. . n 

Proof: Let a1 ,a2, : .. ,an-l'an inde,termimltes over· K so that 

g(X) = X.n - a;xn-l f a2Xn-2- a3Xn-3 +~ ... ~ ( -l)n-Ian'-IX ~ (-l)nan 

is the· general p~lynomi'al of degree n over K, We put L1 = K(a1,a2, .- .. ,an). 

, Leh£1 be a splitting field of f(x) over L
1
[x] and r:1,r2,.:. ,rn EE1[xl the 

roots of f(x). Then· £ 1 = L1(<.~; .... ,rn) = k(a1 ,a2, .. . ·,an,r1 ,r2 ..... ,rn) ' 

= K(r1 ,r2, ... ,rn) by Ex.ample 53.5(d). The Galois group of- f(x) is A ut~1E1 • 

Let xl'x2 , .... ,xn be n indeterminates over K which' a·re distinct from the 

a1 ;a2, . ~. ,an. Let. E = K(x1 ,.x2,,' ... ,xn) and let f 1 j 2, . .. Jn be the elementary · 
symmetric· polynomials in K[xl'x2,_ ... ,xn.J and. put L ·= K(f

1 
j 2, ... jn). ,we 

know AutLE~Sn' from Theorem 59.17. . 

K 

We show that then:~ is a K:isomorphism rp 1: L1 -+ L. First observe that we 

have the su'bs,titution homomor~hism rp: Klal'lli, ... ,an]-+ Kff;J2, ••• J,l that 

maps ai 'to!; arid h(a 1,ai, ... ,an) to h(f1 j 2, ... jn). -Clearly .rp fixes a11 ele- · 

ments of K ~ Furthermore, rp is one-to-one,· for if Jz 1 ,lz2 E K[a 1 ,a2
, .• ,ani, 

then h 1 ;z! h2 impli_es h1rp .= h 1(f1j 2 , ••• jn) ;z! h2(ftJ;, .. : jn) = lz2 rp by _the 

uniqueness assertio'n in the· fundamental theorem on symmetric poly-
. _nomials (Thcoreri-1 -38.4). Thus rp is a ring isomorphism from K[ql'a2, .,. ,anl 
~nto I m 'P. Using Lemma 59. q, · we extend rp to a field isomorphism rp 1 

from L = K(a
1 
,a2, .• : ,an) onto the the field of fractions of./ m rp' ~ L. Since L 

= K(f1 J2, .•. I,.) and {/1 J2 , ••. jn} ~ I m 'P, it follows that -the field of 

fractio11s ~f I~~~ rp is etjual to L and thus cp i is onto L. Also cp 1 fixes every 

clement of K. Hence IP( L
1 
~.L is a K-isomorphism. 
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,The homomorphism q)1:.L1[xJ-+ L[x] of Lemma ~3.7 maps. 

g(x)= xn- a -xn-:1 + a_xn-2..., a xn-3+- ... + {:-1)11-la:_ x +(-l)n_a 
- I . . - r . 3 . n I _ -n .• 

.fo . h(x)'~ xn -f:~n-:-1 "!" J.jn-2- f3xn-3 .+.- ~·: + (~ l)n-lfn-li +(-l)nln· .. 

- Here E1 is a splitting field of g(x) over L1 ·and E = L(xpx2, ... ,xn) is a split~~ 
. -ting field ofh(x) o~er L_(Example 53.5(d)), · ~o the -iscimorphi~~ ~ 1 : L.i-+ L · 
· ca~ be extended to an isomorphism 1p; Ei-+ E (Theorem 53.7)_. Lemma. 

56.11(1) and Theorem 59.17 give now AutL
1
E1 ~ AutLE ~sn. This completes_ 

'ihe prqof. ' o 
··' 

· 59.19 Theorem· (Abel): Let K be a field~ n, :€ -N and g(x) t~e gene,rai 

polynomial of degree .n. over- K. If the equation g(x) = 0 is solvable- by 

radicals, the~ n ~ 4. Conversely; if char K = 6 and, .n ~ 4, then the equa-

tion g(x) =· 0 is solvqble by radicals. ·; 
' -

Proof: The Galois group of g(i) is Sn (Theorem ~9.i8.). If the equation 
g(x) = 6 is solvable by·radicals; then Sn is a solvable group· (Theorem 
59:1 1), so n ~ 4 !Jy Themeni 27.26 .. Conversely, if n ~ 4 and char K = 0, 
thenSn is a·solvable gro~p (.pxample'27.10(aMb), Theorem.2725) and th.e .. 

• \I . • 

equation g(x) = 0 is solvable by-radicals (Theorem 59.13). _ -· o 

. I 

Theorem. 59.19 is a statement about general polynomials, It does not 
state· .that specific polynomial equations of .d~~ree -;;> 5 .cannot be 

-solvable by radicals. 

* 

* * 

In this. pah, we examine solvability by radicals _of polyno~ial equations · 
of. prime degree. It is nece.ssary to 'understand the ·solvable translttve 
subgroups of S . These·. have a simple - structti~!'!- After we: ·gave- a 

. ' ' . p ' • ' ., . 
characterization ·of solvable transitive subgroups ,_of S , we prove the 

. ' . . ·P 
curlous r~sult-· of' Galois: ·,,In order for an lrr~du.cible equation. or' prime 

degree to be solvable, by radicals, it is, n~cessary anp sufficient that ,once 
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any two of the roos are known the :others can be deduced from them 
'! -' 

rationally.·:· (Edwards' transJation.) 
~ (j . I. . 

Let p . be a prime 'number. It will be. convenieAt to regard s ' a:s acting on 
. . ' . . .. ' p 

the p elements 1,2, ..• ,p of IFP. For any a € IFP" .~nd b, € IFP, We write 

cra,b: FP- IFP: 
u- au+ b 

Clearly cra.b~ crc,d whenevet(a,b)~ (c,a). F~r ~ny (a,b);(c~d) € fp"x IFP, we 
have. .. 

ucra,bi:s c.~=:: (au+ b)i:s c,d = c(au +b) -t d ·= cau tab+ d 

= (ac)u + (bC: + d).= ilcr ac.~.c+d'. 

so a a,bcrc:d = cr ac,bc+d' So A(p).:= { cr a .• b :a € IFP", b € IFP} _is closed under the 
composition of mappings. Observe that cr l,O € A (p) is_ :the identity 

mapping and .hence cr (l/a),(-b/a) € A (p) is the .inversy of, cr a,b' As t~e 
composition of mappings. is associative~. A (p) is a group. In· particular, 
each cr b is . one-to-one and onto, and. can be considered as a permutation a, . .. . . . 
inS . Thus -we shall regard A(p) as a subgroup of S . Then · 

p . . ' . ' p 

•• ( 1 1 2 ... P'\ 
. ·. ' cr a;b = a+b a2+b ... ap+bj 

where the integers ought to be interpreted modulo p. The permutation 
cr0•1 = (12 ... p) of order p will be denoted as rr. 

59.20 Definition: Let p be a prime number and cr € S . If. there are . ' . ' - p 
elem'ents· a € IF • and b € .IF such that 

. p p . ' 

'(12· ... pj 
cr = a+b a2+b' . .. ap+b i 

then cr' \s called a linear permutation in S . In this case, we shall denote 
. p ' 

the permutation a as cr a,b Then A([J} = {a a,b :a € IFP", b € .IFP} is a subgroup 
of S and ·is called the one. dimensional- affine group ~over IF . If ·11' = (12 . .'.p) 

p ' . . ' p 
and dr> .;;;; G .;;;; A(p),. then G is called a linear subgroup of S. 

. ' . . ' ' p 

.. 
\, 
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59.21 Lemma: Let'p be a prime number; rr = (12 ... p) E S ·and let H be a.· 

supgroup of 
1
SP. . . 

. p . 

(l) If H is 'a linear subgroup of S , then .the only elements of order p in H 
. . • p ' 

2 3 p~ . 
~re rr ,rr ,rr , .•• ,rr . 

(2)Ifrr,rr 2,rr3, ... ,rrP-1 are the'6nly elements of order pin H, then <rr> is a 

cl~aracteristic and normal subgroup .of H. · . . · 

(3) If <rr> is a normal subgroup ofB, then H is· a linear subgroup of S 
, . . . : . . . P· 

(4) If H i~ a linear sttbgr~up of SP _and H ~ K.;;;; SP, then. K is a (inear 

subgroup of SP. 

Proof:( I) Assume H is a linear subgroup of SP and let cr E .H. Then cr = cr a,b. 

for suitable a,b E fP; a -;<! 0. · 

If a= 1, then ua = u + b = urrb for any u E {1,2, ... ,p- 1}, so cr :;= rrb and o(a) 

'= o(rrb) and o(rrb) ~ 1 in case b
1

1
= 0 and o(rr.b) = p in case'b = 1,2, ... ,p- 1. 

. Thus the only e.Iements O'I ,b in ·r satisfying o( 0' 1,b) = p ~e rr ,rr 2,rr3
, .. : ,rrP-1

: 

To complete the proo!, we sho\'1 that a-;<! 1 implies o(cr a,b)-;<! p. If a';z! 1 and 

0' = 0' b' then ucr 2 = a(au +b)+ b = a2u +(a+ 1)b, . . 

a, · ucr 3 = (a2u +(a+ l)b) + b = a3u + (a2 +a+ l)b 

and similarly llO'n = anu + (an-l + an-2 +··:. +a2 +a+ 1)6 

for any n E N. As a - 1 E f .. we can write' 
. p . 

· . an-1· 
uan = anu + ~ · a-1 

from which we read that an= 1 ff and only if an = 1, so o(a') = iJ(a), the 

order. of ~ in the multipiiciltive group f •. But f • has order p ~ 1 and, by 
. ' . p p . . . 

L~grange's theorem,. there is.noa in fj," with o(a)~p. Thusaa,b cannot be 

of order p if a -;<! 1. . . . . 

(2) BY hypothesis, <1i-> < H. Let cp E Aut(H). Then 1 -;<! rrcp is an element of 

order p in H. Then rrcp = rra for solne a E { 1), ... ,p - i}, so <rr>cp ·= <;ep> = <rra>: · 

= <rr> and <rr> is characteristic. and therefore also ·normal in H. 

(3) By hypothesis, <rr> ~1~. We'must prove H .;;;;_A(p). Let cr E H. Then 1-;<! 
-1 a . ' . 0 d. 0 . a r' {1, 2 1} s . a a rrcr =.x E <rr> = <rr> an rr = rr · or some a E , , ••• ,p- . o :rrcr = crrr 

and 
I .. 
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(t + l)cr = trrcr = tcrrra = tcr +a, for any t E: {1,2, ... ,p-l,p}. 
·i . 

Then (t·+' 2)~ = (t + 1)cr.+ a= tcr +2a, 
· (t+ ·3)a =·(t + 2)cr + .a• = td + 3a, 

and similarly (t + u)cr = tcr + ua for all t,u· E: { 1 ,2, ... ,p- 1 ,p}. Putting t =0 

arid. tcr = b, we get ucr•= tcr +uti= au+ b for any u :::: 1,2, ... ,p :_ ·1,p. ·'~.:here
fore· cr ~ cr ~.b E A _(p ) .. ~Th~s proves H < A(p). 

(4) Assume, noV.: His a linear ~ubgroup of SP and 'H .Q. K.;;;; SP, We must 

prove .K < A(p). Now :err> .is a characteristic ,subgroup .of H by part (2), .· 
and < rr> is· a normal subgr~_up ·of. K · by Lertupa 23.15, so K is a lin~ar 
subgroup of. sp by part (~)... 0 

59.22 Lemma: Let p be a yrime numb~r and, K a transitive· subgroup of 

SP. If l ~ H oQ K, then H is also, transitive . . · .... 

1 ·, ; •• - ' ~·' 

Proof: Le~· ij E: { 1,2, ... ,p}. We clajm that the number· of .elements in the. 
H -orbit of· i is equal to . the number t>f elements in the :fl-orbit of j. 

Indee"d, since K is transitiv'e, there is a r .E .K with ir = j .and 
. I . 

IH-or~it of il = iH:Stab11(i)l =.iH:StabK(i)n fii.=
1
1Hr:(StabK(i) n H)i:l 

= IHT:(Stab (i))T n HTI = IH:(Stab (i))T nHI~ IH:Sttib (ir) n m' · K· · · · . K , K. · . 

= IH:Stab~U)n .HI = IH:S;ab11U)l h IH~orbit of jl 
. .. 

in· view of Lemma· 25.10 and Lemma 25.8. Thus all orbits· of H · have the 
' 

same· numbe; of elements, say. m. If 'k is the number of H -orbits, . then 

the'{I,2, .· .. ,p} is partitioned into k·sub~ets each··of which has m dements . 

. Thus· p ::: mk and k = p or k = I. If k. = p were true, i.e., .if there were p H

orbits, the H -~rbits would ~onsist of single te~m~ and. w~: would get ucr ~ 
, u for ~ny.u E (1,2~ .. : ,p}, cr E H. This ";'ould give H ·= 1, contrary to the 

hypothesis. · Hence k = I and H is transitive. o 

. 
59.23 Lemma: Let p be a prime number and G < S P Then G is 

transitive ,if .and only if p div!des the order of r;. 
•. .,,. ' 
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. ' ' ·' - . . ' I ,; -- '; I . 

Pi"oof: If p II G I, there is an element cr of G witb o( cr) = p. Then cr is a cycle 
of length p; say (a 1 a2.~~a ). Th.en any ·a. is mapped to. any (l. by.crU+ll €: G 

' . p . I . J 

and so (J is transitive. Conversely, if G is "transitive, there is, for' each a = 
1,2, . .. -,p, a permutation cr .with Jcr =a and we have the coset- decomposi-. .. .. .a . a . 

tion 
.. p .. 

G:!:: i~l [StabG(I)]cra~ 

·whence IGI = !StabG(_I)Ip is divisible by p. 0 

We can now ... find all' solvable transitive. subgroups of S . Basically, we use 
. ·P 

.Lemrria· 59.21. a~d Lemma 59.22 to' go .downwards and upwards along a 
COII1p6sition series of such· subgroups; 

.. -~ 

59.24' T-heorem: Let p be a 'pfime number and G < S . Then G is a solv- . -
' . . . .•. . . p . . '. 

able tr:ansitive subgroup of S · if and only if G is conjugate to· a linear . . . . p. . . .· . . . 
subgroup of S · · · ·; · : ·· / ·· · · · 

. - p .. ' ' . ' '•\ . ' . . 

Proof: Let G be a solvable transitive. subgroup of SP .. Consider a . 

. compositioh series of G, say 
\ . . . 

. . . 

. l=H0' <JHi ;<J H2·<J . ~. <J Hm-I <J Hm=G. 

The composition factors f!/Hi-f 'are cyc!ic. of pri_me order by Theorem 
27.18. Since Hm is trarisitive,Hm-l. is also transidve by Lemma 59.22, ~nd 
'then H ,;_z ,is transitive, . then H;,._3. transitive ~nd. S? on._ In this way, we see . 
thatH1 is transiti_ve. Th~ p divides IH1J_ by Ll!mma 59.23 and we g7t IH;I 

· =·p. SoH
1 

is _a cyclic group generated by~ cycle (a
1
a

2 
•• ~aP). Repl_acingG 

by a ~onjug}lte :of G, we may assume H 1 =<rr> =<(12.: .p)>. Now Lemma 
59.21(4) shows that fl2 is ~ linear subgroup of S , soH~ is also a linear 

. . . ' p 
subgroup of S p' so..H 4 is also a linear_ subgroup of S P and so on. In this 
way, we conclude H = G is a linear subgroup of S '~ 

. . . . m. , p 

Conver~ely, let G· be a lin~ar subgn;:iup of ~p· Theri rr is a subgroup of G . 

and sop divides IGI and Le"!ma 59.23 shows G is .i transitive ~ubgroup 
of·SP. Now we ·have to_ pr9ve G .is. solvable. As G < A,(p), it will _be 

sufficient to· prove -that A (p) is solvable. In, view. of the multiplication 
· rule cr b. cr. d .. =' cr'· b d'. the mapping · · · ' ·· 
. . a, _c, . ac., c+ 
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< rp:·A(p)-:;IFpx 

cr a,b ·_..a 

is a- ~orriomorphism onto IFP', ~itli Ker rp = {cr·1 .~ E it(p): bE IF~} =<rr-> .. Thl)s 

<rr> <Q A(p) and A(p)/<rr> = A(p)/Ker rp ~ lm 1p =IF/ is abeliari, Then 

~ <Q <rr> <Q· A(p) 
~ 

. is an abelian series 'of A(p) and hence A(p)·is .solvable. 0 

·-
/ ' 

We give another !?roup theoretical charac'terization of solvable transitive 

subgroups. of S . · This will be translated into ·Galois' characterization of 
p. ·•: . . " 

. polynomial equations of prime degree which are solvable by radicajs. 

59 .. 25 Theorem: Let p be a prime mimber and G a transitive subgroup 

.ofS . Then G is salvable if and only if r is the only permutation in G ·that p . . . . 
' fixes two numbers'from ,{1,2, ... ,p}, i.e., iffmdonly .if· · 

StabG(i) n StabcU) = l 
for q.ny two distinct i,jfrom (1,2, ,.'.,p). 

Proof: Supp?se first that G _is a solvable transitive subgroup of SP. Then · 

G is conjugate to a subgroup of A(p), say G.= JC, where <rr> ~ H ~ A(p) 

and T E S (Theorem 59.24). If i,j are distinct numbers from {1,2, , .. ,p) 
p ' . '. ' .J -1 · ·I . . . 

. an.d a E G fixes both i and j, then a' E G' = (fl.')' = H ~ A (p) fixes both 

ir-1 and jT-1 .. But, aside from the identity, there is no pe~mutatiori. in A (p) 

that fixes two distinct,numbers from ~(1,2,. ... ,p}.•Thus.a'·
1 

=rand a =r. So 

. the identity permulation ts the only. -l?ermutation in G that fixes two 

numbers i.n ( i,2; ... ,p). · 

. Now suppose conversely that G is a transitive· subgroup of S with· the 
p • 

property that the . identity·· is, the only permutation in G that fixes two 

numbers ih (1,2, ... ,p). Let i,j be two distinct numbers in (1,2, ... ,p) and 

write 

II = Stub o (i) n Stab,. U) = ( r E S : iT = i and jT = j). · 
''p ''p p ' 

The hypothesis gives .ll n G = I. If a'1,cr2 E G and a i•cr2 belong to the same 

•· right coset of II in SP, then a 1 a 2~ 1 belongs to II n G = 1, so·a 
1 

= a
2

: Thus 
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there is a~ most' one eiemen_t of G in each rlght coset of H inS . So IGI is 
''' ' • '. . ' ' ' p 

less than ~or equal to. the number IS :HI. of right cosets of H inS and, as H 
, . ' . . . ·P.. . . , ' , ' p • 

· is isomorphic to SP_2 , we have IGI ~-- ISP:HI = ISPI/I!fl = p!/{p - 2)! =p(p ~ I); 
Lemma· 59.23 yields p divides I G I, so 'there is anelement. rr' = (a1a2 •• , • ap) 

... of order p in G. lf we ~rit; T = .(i1~2: : : ;}€ SP, then · (12 .... p) = ~ = ~ '' is 

an eiement of ord~r p in G '! Aside from the powers of rr, there is no 
· permutation of· order. in o:. for if " €. G' had order· p and <rr :> n < q >. ~ I, 

then.l<rr>n<cr>l =l<rr>ll<cr>l=p 21(Lemma I9.6) a~d.so there would be at 
'least p 2 distinct ~leme~ts in G', where'as IG'L= IGI is at IJ10St p 2 -.p. 'so<;> 
is a noqnal subgroup·oi G~ by Lemma~· 59.2I(2) and G':is a linear· 
subgroup of S by Lemma 59.2I(3). Hence G is._ conjugate· to .. a linear 

. . . p ' . . . •' '. . ' . 
subgroup :of SP and G is solvable by .Theore111' 59~24. · . . • . o 

Fox: the sake of completeness, we prove Galois' theorem stating thar· a 
~ polynomial .equation of prime degree is solvable by radicals if imd only 
i( "ail roots: can be expressed rationally in terms of any two of them." 

59.26 · Theorem! L~t K f;e a field ·of characteristic 0 and let f(x) be' an 

irreducible: polynomial of prime degree p in ~[xJ; The equation f(x)· = 0 is 
solVable by radicals if and only if,fdr any two di.stinct roots a,b of f(x), 
K(q,b) is a splitting field off(x).over K . 

. \ . - . }. 

Proof: Let E be. a splitting field of f(x) over K and G the G_alois :group of 

· f(x), Then E ·'is a ·Galois extension of K : (Theorem 55.7) and G is a 
transitiv-e subgroup. ~f SP -(The~reni 56.I7). Let a,b be tw() distinct r'ootS. 

of f(i) and let J = K(a,b)' be thysubgroupof' G corresponding to it. ' ' . - . 

E. 

'K(a;b) 

.K 

I 

J 

G 

J is· the subgroup of G consisting ·precisely of the permutations. of the· 

rQots fixing_· a and b. Now, we have the is equivalences 

E'=K(a,b) ~ J= I 
.'.1 
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~ is the only _perinutation in G fixing a and b 

~ G is_·a solvable·subgroupof SP 

~ the equation f(x) - 0 is solvable by radicals. 
j 

.This completes the proof. _o 
\. 

* 

* * 

In this par.t, we give algebraic formulas for the roots of polynomials of 

degree two; three and four. Jlor the sake_ of generality, we assuri}e the 

coefficients are inde-terminates, huf, .as . will be clear from the arguments, 

the formulas are ·valid i_L the coefficients ~rt:: taken from the base Ji.eld. 
•. 

,. 
59.27 . Theorem: Let K 8e a field with charK ~ 2 and let a,b be 

·indeterminates over K so that 

· g(x) = x 2
- ax + b 

is the general polynomial of degree two '{ver K. Then the roots r1·,r2 of 

g(xj are given by 

a+W ri·= _2 ___ , a-W .. 
r2 = -2-: 

~vhere D= a2 -4b. 
. . 

' . 
Priwf: The disniminani D of g(x) is (r1 :.. r2)2 =· (r1 + r2) 2 ~ 4r

1 
r

2 
= a 2 - db, 

Hence r'1·+ r2 =a and r
1 

- r2 = -fi>. S~lving this system of linear ·equatio~s 
for r

1 
,r2; we find 

a+W a--fi>. 
rJ = -. -2-' r2.= --2-· 0 

In partic·uJar, the, cubic roots. of unity, which arc the roots of the ,poly

nomial x 2 + x +I, 'arc given by a 1 =(-:-1 + .Y-3)/2, .a 2 = (;-1- .Y~)/2. This 

will he used in the next .theorem. 
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.;: 

59.28' Theorem: Let K be a field with char K ~ 2,3 and assume· thai K 

co.nJains a primitive cube, root of unity,. say a.,. Let a,b ,c . be. distinct 

indeterminates over K. and ·let 

g(x) ~ x3 ..,. ax2 + bx - c 

· ~e t~e general citbic polynomial over· K. Then· the roots r!'r2,rj ofg(x) _ aie 
- ' . .• I 

given by 

' 1 ' 
· r 1 = 3(a + u + v) 1 2 r2 =y(a +a.u +a. v), 

where · . -\/
3 

3 9 b . 2 7 3_ .I_ ._3D 
u-= · a -. -a + -c + " 2' . ·2 2- . 

. :\/
3 

. 9' . 2 7 . . 3 
' v· = _·_. a 3 - - a b + - c - ~ ..J -3D 

2 . ' 2 . 2 . 

are such that uv = a2 - 3b. ar:zd ~ = ;7 (~·2 - 3b)3 - }7 '(2~ 3 ~ 9ab + 27~)2 .. 
Proof: L~t E = K(r1 ,r2,r3) be ;a splitting field of g(x) ovet L= K(a,b,c). Then 

: E is a Galois extension of_ L. and the 'Galois group A u,tL E of g (x) is S 3 
·(Theorem 59.17). Since S3 is 'transitive, g(x) is irreducible over L·, and 
· char I(-~ 3 implies that the derivative of g(x) is not zero, so g(x) lias no 

commpn root with its derivative. and the roots r
1 
,r

2
,r

3 
are distinct. rUnder · 

the Galois correspondence, the . alternating group· A3 corresponds. the 
subfield L(o) of E, where o. = (i-1 - r2)(r

1 
-: r3)(r2 - r3.) is the square root of 

the discrill)imint of g(x) (Theorem 56.18, Theorem 56.19). · 
.\ ,, -

Let D be !he discriminant of g(t). We evaluate D. Obsei:ve that r1 - (a/3 ), 

r2- (a/3),r3- (a/3) are the roots of g(x + (a/3)), so· the root differences 

and the discriminant of g(x) are the. same as those of g(x + (a/3)). One 

obtains easily g(x + (a/3)) = x3 + px-+ q, where p = (3b - a2)!3 and 
q = (-2a3 + 9ab- 27c)/27.Then D = -4p3 - 27q2 is' computed to b.e 

i._(a 2 ..: 3b)3 - -
1- (2a3 - 9ab· + 27c)2 . 

27 27 . - ·. 
(Example' 56~10(b)); ~ 
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·. E 

3, 

'2 
L: 

·-' No~ E is a cyclic extension of L(~D ), .b~cause E is GaJois. o~e~ L(-../D) . 
:(i'heon!m 54.25(1}) .and its: Galois group A 3 is 'Cyclic -of :order 3. Th~s E.is , 

, obtained by. adjoining ·a root'ti of & .polynomial x3 -:- Jz E L(-../D)[x] to L(W) 
'(Theorem 57,11), A generator CI qf A3 maps as .follows·,. . 

~~·--'-+ Ti_,. 

:U-+ au, 
r2 '7 r3, 

au -+.a2u,. 

·r3~r.j; 

,a_2u- :~. 
. . . 

· An examination of. -the proof of: Theorem 57.11 :reveals . that u .should .be 

t~ken .as a norizer~ eleme~t of ;ihe .form :ad+ a.(acr)dcr +a(acr)(!Xcr 2)d~2 •. 
· w'itil .dEE. :s~ we·~ust find ad f. E .such that-,d +ada+ a 2dcr2 ~ '0. We 

choose d = :r1. S~ let'll = r1 +:a~2 + ·a 2r3 ~ Similarly we put v = ~~-+ a2.r
2

+ ar
3 
.. 

. ! ... ,._ .. -. ' . 

·we alr~ady. know .u3 E L(,.,fD). We how evaluate :it. We ·:have . ' ' ' . . . 

· t·3 ··-·(r + r.' + 2
r.. ·)3 r 3 +··r.-3 + r·· 3 ·+ 3. A· +.3· 2 B +.6-r. ·r r· " .. - ·J·.a2- .a· 3-•= J- 2 · 3- a·. a.· · :123"-' 

where .Jve put A = ,r1
2r'h + r/r3 ~ .r32 r.1 .and B = r:tr/ + r2rJZ + r3r,1

2. for 

·shortness. The~method of .§38 -gives 

r/ +r/+ r_/=:(r1 +.r2 +r3~3 -:3(A +-~;) ~_6r;r2r3 , 
. ·.\ . . 

.and A +B ~r:12r2 +•r/r3 cit<r/''tt+'~rr;2 +r2r/+rr~r./ 
=;(~I +;r2 +f3)(rl ':2+.:r,1r3 + r2r3) ~J~J'r'2·r3=.ab- 3c, · .. 

. . ' . 

- A · ·B - r 2 r · -' r 2r · + r: 2 r r. ·r :2 ·r r 2 r ·r. 2 
.~.- - .. •i ;'2-,'.2'3 '.3.'-J-'•).2 .- :2.3 ~- 3'J 

-. = {':1.- r2)(~1 - ~3)(:~2 - r3') = -JD, · . . 

so (i]:) .'becomes 

. i 
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" 
. 3 ::.. ' . . . 

3 
· · ab_;_3c+W . ab-3c:{D :. . · 

u - [(r1 + r2 + r3) ~ 3[( 
2 

)+ ( .. 
2 

)]_- 6r1r2r3] 

_
3
• (-ft-t3\(ab-.3c+{jj\. 3(.:.1-~\(~b-3c7W\ . 6. · . 

. +. · 2 :/ · · 2 . _ ,+ · 2 ' 2 '+ rlr2r3 

3 9 .b· 27 ... 3 -~3D =·a. --a + -c +.....;.;~ _ _,u . . 2 . . 2 2 . 

·. 
and a . similar c_alc;ulation yields 

. ( 

So, u and· v. are cube·. roqts of the expressions' found above. But there are 
three cub~ roots of. these . expression's, and we must decide which cube. 
ro.ots we should take. This is found. from . 

uv = (r1.+.ar2 + a2r3 )(r1 + ~2r;_ +.al'3) = a1
2 +,az2 +a/- a1a;_ ~ ~~~j- a 2a3 

· ='a2 -3b; .· · . ~ · 

The cube· roots must be· therefore . so chosen ·that · t~eir product will be" . · i 

equal'.to ·a2 -3b. If 

. ·~3 9·· 27. 3·_,-
·_v~· a.· 3;-. -ab+'-.c .:_, -

2
·-v-.. 3D 2 .· .·· . 2 . 

are denote cube roots -with this·property,· then,.solving ·the·equations 

a = 'rl .+ ,:2. + r3 
..... ·... ·. 2 
u =rl + ar2 +a r3 
~ =::r1 + a2r2 + ar3 

for r1,r2,r3, we. get· 
1 .. . 

r 1 = 3 (a ;t-U + V) 
.. 1 . . -· 

r2 =r<a +au:+ a 2v), 

as was to be proved. · 0 

'· 
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A ~emarkable fact is that, 0 if f(x) E IR]x] has three real roots, then the 
. r~ots of f(x) cannot be~· ex pes sed in -t~rms of real r~dicals. , We want to 

dicsuss this matter. We need an, elementary lemma. 
/ ·. 

59.29 Lemma: Let k be afield, a E K ·and P· a pr-ime number. Assume 
. , . . ' . I , : . . 

char K ;r. p, If x!'- a E K[x] is reducible in K[x], then a= cPfor some c. E· K. · 
. ~ . ' ' . 

,. ..·, 
Proof:· In a splitting field of xP - a over K, we have the decomposition 

xP"" a ~ fl· (x - ~ku) -. 
k=O. 

where u is a•root of xP -·a and I;; IS .a primitive p-th root of Ullity. If xP - a . 
is reducible 'in. K[i] andf(x) .E K[x] is a factor of xP - a with 1 ;< deg f(x) 

< _p, then f(..X) is a. product of some of the x- r,ku, and th'e. constant term 
(-'- 1 )hb

0 
of/(x) is ( -I)hr,mu·h. for some m E N •. whe~e h = deg f(x). So b

0 
= a. uh 

for some p -th. r~ot of u~ity, so b
0
P ~ uPh, ~ a~ and, ~inpe (h ,p) =; Ji there 

are integers k,n satisfying kh + np = 1. Thus a = akhanp = (bl)kahp·= 

(bc/an)p and b!/an E K. _ · o 

59.30 Lemma: Let K be a subfield <Jf IR_ and f(x) an irreducible cz~bic 

polynomial- in Klx]. Let S be a splitting field of f(x) over K: If [(x) has 

ihree -distinct real· roots, then there is no radical ~xtension R of K such 

• . that S ~ R ~ 1R. 
( . 

Proof: Let r 1,r2,r3 ~e the roots and D = '(r1 - r2) 2(r1 - r
3

) 2(r
2

- r
3

)'2: the dis-

crimina~t of f(x). Then D is a. positi~e real- nuinber. Put K 
1 
=K(W) -~- IR. 

Clearly K1 i.s a subfield of's. We may assume that f(x) is monic. 

Supp6se, by way of contradiction, there is a radical extension R of K with -

S ~ R ~ 1R. Then R K1 is a radical extensiQn of 1}1 (Lemma 59.4). So there is 

a finite chain Of fields 

such that K. = K._
1
(u.) for 'some root u. of a polynomial of the form xm;- a. 

I 1- I · I · I 

in K;_/tl (i = 2,3, ... ,n). We may assume m; are prime- numbers. Moreover, 

after deleting redundailt fields, ·we may_ assume ui .\': K;_
1 
•. Th·u:s we 
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assume m
1
. are prime, um• E K. and u. e: K.

1
• Then xm•-u.m• E K. 

1
[x] is 

, I 1- ~ I 1- . I 1- . 

irreducible in Ki_ 1[x], for-otherwise we had ut' = em• for some. c E Ki-l 
(Lemma 59.29) and IIJc, which ·is di~tinct fro~.+ I in view of ui e: K;:.p 

.w.ould be a p"rimitiVe m.cth root of unity; so u./c E K. ·
1 
~ IR ·would. be 

1· I 1- · 

complex number with non~ero. in1aginary part, a coritradictio~. Therefore 
xm•.- uti E KH [xJ is irreducible over Ki-l and is in fact the minimaL poly

nomial of u. E K. over J<-.·
1

• This gives IK.:K 
1
·1 =.m .. • ! I I- , .. I 1- ' I 

f(x) is irreducible in K 1 [x]; for f(x) is the minimal polynomial of any of its 

roots over K and if r1, say, were in Ki, then 2 = IK1:KI = IK1:K(r1)11K(r1):K]_ 

would be. divisible by IK(1):KI ,:, deg f(x) = 3, whiCh is nonsense. Now S is 

a sp.litting field of f(x) over K
1 

(Example· 53.5(e)) a~d since --Jn € K
1
, the 

Galois group A11tK S. is isomorphic to A3. ('Fheorem 56.21). · 
. I . . . . 

On the other hand, the roots o( f(x) are in S ~ R. ~ R K1 and f(x) 'is 

reducible, over RK1 = Kn. Let Ki be the field: in the. chain a~ove where f(x) 

becomes reducible, that .is to. say; leU € {2, ... ,n} be such that. f(x) is·· 

. irreducible over Ki-l and reduc;.ible over K; = Ki.._ 1(u). Then there is a root 

off(x) in Ki, say rl E Ki and,. as above, f(x) is ~he .minimal polynomial of rl 

over· Ki-t' so the prime number mi = IKJ\) = IK;:K;_ 1(r1)11Ki-l(r1):K;_ 11 is 

divisible by IK;_ 1(r1):K;_ 1 1· = deg f(x);, 3 and so mi = 3. Thus Ki is· an 

extension of Ki-l containing the root r1 of f(x). 

Let N be a splitting fi_eld 'off(x) over K;_
1

• Then N/Ki-l is a Galois· exten

sion (Theorem 55.7) and ~ince --J[J E K._
1

, the Galois .group. A utK N is iso-
. . -. . l .. i·l 

'morphic .to A3 (Theorem56.21). SoiN:Ki_ 1L=IAutK;.
1
NI= 3; Frdin r1 e: Ki-1 

and r 1 E N n K;, we get Ki-1 c N n Ki ~ N and degree considerations force 
-N .n K. = N. soN ~K and as IN:K. 11 :;; 3,;, IK.:K 

1
1, we deduce N = K .. · 

' I ' I_ . 1- I I- I · 

Theorem 55.10 yields no\~ ~that Ki is normal over Ki-1 and since the irre

duct.'ble. polynomial xm;- a,: in K. I [x] has a .root u. inK., the other roots u.w I 
1- I •I I 

and u.w2 of xmi-' a. are inK., sow= u.w/u. E K .. This contradicts K. ~ IR. 
•1 · I,· I · . . I · I I • I . 

Thus there can be no radical extension R of K such that S ~ R -~ IR. o 
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59:31·, Theorem: Let K be a. field with charf(;: 2,3 and assume that K 
I . ' . 

. contains a primitive .Cl!be .root· of uriity. Let a,b,c,d be· distinct 
indeterminates over K. and· let · 

. g(t) = x4 - ax3 - bx2 + ex- d . - . . . ' 

be the genera[. biquadratic polynomial. over:- K: Th(m the roots rj,r
2
,r3,r4 of 

· g(x) are given· by. 

1 . . 
. r3. = 4(a _:_ ~ + ,Jv - .. ~y) 

'· 
~vh¢re v = a2

- 4a - 4y, 
2 . 

y =a - 4a- 4tl, 

a,t\,Y are the roots of x3 - bX2 + (ac- 4d)x.- (a~d- ,.4bd + c 2) and the 
squm:e roots are subject to the condition 

~}-; ~y = -a3 + 4ab ~ 8c~ 

Proof: Let r 1 ,r2
,r

3
,r

4 
be' the roots of g(x) and let a = r1 r2 + r

3
r
4

, 

fl.= r1r:i'+ r2r4 ; y =r1r4 + r2r3 . Then o:,t\,'y are the root~· of the resolvent 

cubic 

x3 - bx2 + (~c - 4d)x - (a 2d - 4bd + c2) 

imd the Galois group of g(x), regarded as a polynomiai in K(a,fl,y) is V 
4
·. 

(Theorem 56.23, ,Theorem- 59.17, Lemma 56.25). We ban solve for o: ,t\,y in · 

terms .. of radicals by the metho.d of The~rem 59.28. As IV 
4
1 ;;, 4, w~ can 

find the roots r 1 ,r2
,r

3
,r

4 
. by introduding two , square roots. For this 

purpose, we put , · 

I 
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f..n easy computation gives 

u = a 2 :.. 413 ...: 4y; v· = a 2 - _4a - 4y; y = a 2 - 4a - 413 

an'd (r1 + r2 '"" r3 :- r4)(r1 - r2 + r3 - r4 )(r1 - r2 - r3 + r4 ) is a symmetric poly

, nomial in the roots r1,r2,r
3
,r4 , found easily·.to be- a3 +4ab..:. 8c. Hence we 

have 

a = 'r1 + r2 + r3 + r4 _/ ' 

...J ~ = r1 + r2 - r 3 - r4 

....j-; = r! - ~2 +r3 - _r4 
· {y = 'r

1
- r

2
:;,r

3 
+ r

4
, 

provided we choose the square roots in such a way thai "~ --j-; ...JY' 
= -a3 + 4ab- 8c. Solving this system of linear equations: we find . . . 

* * 
In this part, · we settle some famous problems. 

0 

A real number a will be called constructible if it is possible todraw a 

line 'segfJlent of length . I a I using ruler and compass only in a finite . 
. number of steps. Thus ~·constructible" means "constructible· by ruler and · 
compass". Similarly,, "to draw" w_ill ·mean· "to· draw using ruler and 

compass only". Each step in a. ruler. and comp_ass .construction is one of 

. the following types: 
(i) findirig the· intersection point of two straight lines; 

(ii) finding the intersection points of two circle_s; 
(iii) finding the intersection points of a. straight; line and a circle. 

From elementary geomJtry, it is known that, for any given line I and a 
giv~n P, we 'can tlraw a line through P p:irallel. to I and also. a line~ 

t{lrough P 1 perpendicular to I. 
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We draw . two perpcni:Hcular·lines and regard· therri as coordinate axes. 

Then we fix a .unit length. Then we. can- dra~ li~e· s_egments on the 

coordinate axes with integral length. Since we can draw -lines parallel · 

arid/or perpendicular, to the axes, we can locate all points in the 

; Euclidean plane. with integer coordinates as intersection of lines· paraiCJ 

to the axes. 

After the introduction of a coordinate system on the. plane, we see that a 
. . ~ . I 

real number a ;e 0 is constructible if and only if the· .line segment _ 

[O,al X ·(0} or (0} x [O,a] is constructible. (Closed intervals. IIere'[O,a] is to 

be read as· [a,O] \Yhen a < 0.) 

Assume (l and h _are constructible. Then a + b and a - b are cot1structible~. 
too. In addition, we can draw the line through (a,O) parallel to the line 

segment joining (O,b) and (1,0), which .intersects the y~axis at (O,ab), 

Also,. if b ;e · Q, we can _draw 'the line through (0, I) parallel to the line 

segment j~ining. (O,b) and (a,O), which intersc~ts. th'c y-axis at (O,a/.b), 

Thus ·a + h, a - b, ab and alb arc constructible whenever a ·a-nd b arc 

co·nstructibtc <h 7'- o in case of 'division). Thus·. the constructible rear 

numbers form a subfield of IlL -In ·particular, all rational numb~rs are · 

constructible, for 0 is the prime subfield of the field of construdible. real 

.n um hers .. · 

·.A point (a,b) is said to be constructible ifboth d and b are. constructible. 

'!'his is the case if and only if (a,b) can be determined by a ..finite 

sequence of ruler .and compass constructimis starting· from points with 

integer c(JOrdinates .. · Hence all roints with rational coordinates arc 

constructible. 

In imln 1<; detcrmitic which numbers arc constructible, i.e., in ·order to 

tkll:rmine the cqordinates of. constructible points, we must' 
0 

examine' 

what .type _'of points ·arise after' cacil · of .the ·ruler and compass 

. construction steps'· (i),(ii),(iii). It ·will be c_onvenic'nt. to introduce some 

terminol<igy. 

If K is it suhficld of :real numbers, a point (a ,h) in the plane 1s called a K

Jlnint if both a and /j 'a~c clements o( K. A straight l·i~c through two 

distillct K-11oints is called a K-line. A circle. Vfhosc center is an K-point 

and \\ ho~e radius is an clcmer;t of K is ;:ailed a K -'ci.rcle. 
1 

. 
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. -
,. • ~ ,- • > i . ) 

A K-line I ha,s an equation of the· form ax +by +c.::::: o, where a,lf;c € K ,, 

for if J- is. the straight line. t~rotigh the K~points (x0 ,y0) and' (x!•Yi'),:thim ~~ ,- · 
has ,the equation (.Y1 - y0)x+ (x0 '- x 1)y;·+ (x1y0 - y 1x0) = 0. A K;-circle C has 

an equ~tion of the form x 2• + y2 +ax+ by+ c = 0, where a,b,i: ·€: K,• for if<' , . 
tthe center of C is the K-point '(i

0
;y

0
) ~nd the radius of cis the K;~nuniber'•- c'. 

-r, then C has the equation .x2 + y2 + (.,. ix0 )x+ .( -2~0)y + (x/_+ Yo~; r2):::: 0.• < .~: 

Now let K- be a" subfield- of IR. We determine the nature· of intersecti-on 
point~. of ~w:o .K -two straight lines and/o~. f -circles . that arise- as; a: res_'ult 
?f one of th.e steps '(i),(ii),(rii). · : · · 

in and m are ··K~Iines1, with equati6~~ a~ +by + e; =a· anddx + ey +f =" ·o,' 
·say, \Vhere a,b,c;d,ej € K, th.en I and m inter~ect if-and only· if .ae .::.'bd';:.- 0 
and their. point of intersection ~an ~.e found:· on ·solving• the sy-~tem>oF· > 
linear equations 

-ax+ by= -c 
dx~ey=-f 

for x,y 'by Cramer's ;ule, to be the .K~point ' 
- ((-ce+ bf)/(ae :c. bd), (-at+ cd)!(ae- bd)) . , 

7
, 

-(Theore~ 45.2). Thus two K -lines inters'ect_ (if at all) at a K -~o'int. ·', 
• • ' , I',' _ ' ' '! , , 1 · •. ';, ,.'· . •.' 

'. 

Let' C. be a K-circle•a~d· I a K-line, witli equ~tions· x 2 + y2 + a_x+bJ+ c';::::·o::·ii'. 
and dx.·+ ey+ f= 0, say, wher~ .a~b,c,d,e,f EK: We- fiild .th~,. intersection:,; - '· 
points (x,y) of of C and I. Here d,e c~nnot both be 0, for th,en·;th.e:equiition'.-.- ::i 

dx + ey + f = 0 would not represent a straight line. In. case d =. 0, we have 
. e ~- 0 andy= -f/e,so x2 + (:-f/e)2 +ax +.b(;_j/e)+ c = 0, givingAx2 ; Bx + E 

= 0, :.Vith A ~B ,E €. K. Hence trye x-comdinate • of im irltefsec~~o~ ',PPt~H, y{· c~..{ . •.: :: . 
_and I is a root ofa- quadratic polynomial over fC LetD. be the, dis.crimjnant 

.· . .. , . ;.' -~/J.:·~.~u .J,t.~ ~-~~·. ';--' 

of. this polynomial._ Either D < 0 and this polynomial has no real roots, so 
C and. I do not intersect; or D ;;;;.. 0 ·imd' it has two (possibly equal) roots 

. x 1.x2 in the field K(-.JD), soC and I. intersect. at two K(-,JD)~points (x1,.,-f/e), 
(x2 ~-f!e). In case d.;:. 0, "Ye put g =. -e/d, h ; -f!d and rise''thd 1e~~'ati6:l{:X''~:o ,,,; i 

gy + h of I. Here:g,h€ K.'Now (gy + h)i + y2 + a(gy +.h) +'by .t'if'¥'o(~i~bs 0 . 

Ay2 + By +E ~ O, with A,B,E € K (not .the same A,B,E ~s1 'abd~i):'fidn:6~ 1 ih{. ·, ,., . 
y-coordinate of an 'intersection point -of c and I ·lS a r.oot' cif a ~~h~~:tiiic ';(\,,.~I 
polynomial oVer K. ·Let D. be the discriminant .of .this polynofllia~;)~ither D . .'-· k 

< 0 and ':ihis polyiJ.o~ial ·has no teal roots: so C and I do not intersect; !)r 

D > · 0 and it has two (_possibly ·equal) r(!al roots YpY2 in ~he fi~itl'K(-.J'D), 
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~o C and Lintersect at two (possibly identical) K(..JD)-points (gy1 + h,s1), 

(g Yz + h, Yz)· 
' :~·- :) ·~t. ~.::, ~~· ~1.'-Jl.~ 

Let ~1 ;C;{:~:K.~~irtles,_ say with equa!ions x2 + y2 +a~+ by+ c.= 0 and , 

xi. +·y2 :-t- ~:X''~>ey .f. f = 0, where d;b~c,d,eJ E K·. Then the inte;section 
points ·of: C{ and .C£ are the sanie a's the irHersection points of C 1 and· the 

K-line<( a. ;;-;d)'i. +!(b::- e)y + c = 0. Thus either Cl'C2 do not intersect or they 

_ intersect-~~n··_·twri'j(possibly ideritic~l) K(..JD)-points, where D E K. 

So ea~h, step :;in ·:a. ·ruler and compass co~struction gives rise to a K"point 

or a :i<'J~D)-ppin(,for. 'so~e D E K, if K denotes /the .field of lines/circles 
used in that· step. 

A r~_aL num~er a, ~is' constructible if and only. if the point (a ,0) . is 
constructible; :hence_;jf and only if the' ;point (a ,0) can 'be obta_ined as a 
resul:t. o(, a:: finite:: s~qu,ence' of the steps . (.i),(ii),(iii) beginning with points 

having ra'tional Coordinates. Thus a is constructible. if and only if there is 

a finite chain of fietds 

/ 

such that K. = i: 
1
(-rD.) fo~ some D. € ~- and a ~ K. Here IK.X -

1
1·.,:, 1 ~r 2 · 

, I . 1':'. . ~ :'-'i. , I I . n I 1- . 

. -according as ~In''. is 'or is not inK. 
1
;.hence IK _:01 is a povver of two~ . 'V 1 • · · 1- n . -

Moreover a E.K, s6 0 f; O(a)f; K ~nd IO(a):OI, being 'a divisor of IK :01, 
.. . .·' .. · . n_ · :··_,· .· :.. n "- · . _ . , n 

is also· a power; of two .. Thus a is algebraic over 0 and the degree of a is a 
power of:. two: We •proved the ·following theorem. · ·-

· 59.32 'Thcor.em: If ~-real number a is constructible, then a is algebraic 

over· 0 ·;ind. the degree o( a. over G is a power of two. o 

. . 

Th:e· c~nvcr~e o( Theorem 59;32 is. a~o true; See Ex. 10. We are now in a . - , . . . . 

position w_' resolve some. famous construction probtems,,. The first .one is 

rlre · construction of a', cube wliose volume is rwice the. volume of a given 

cub~ (dupli~ation .of a cube). Choosing the le~gth of· a ~ide of the given 
. . . • . ' ., ' . ,. ' '. . . ' . 3 

.cube ·as unit iength', the ·sid~ of the cub~ io_ be constructed has length· ~i 
U'. , ',· •3 

'Thus tljC-, .problem is, to construct the real number :.fi.· Its. minimal. 
. '· \ . ' ., ~ ..... i . ~ .· . 
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polynomial is · x 3 - 2, since this polynomial is irreducible over. Q by 
3 . . 

Eisenstein's criterion. Thus V2, is algebraic over ([Jl, but its degree over Q 
• 1 . , • I, 

. 3 .· 

'is three, not a power ~Of t'wo. Hence Vi cannot be~ constructed: it is 
impossible to duplicate a. ~t(be by ;ruler and compass afqne. 

The. second problem is . to divide a· given -angle into three equal parts 

(trisection of an angle). An angle of e radians is the circular ·a~c of clenth . 
.. I . . 

e on the unit circle, which we' may assume 'to issue from the point (I ,0) 
. ' . ' ,· . 

aqd terminate at the point (cos e, sine). It is constructible if and only if 

~C?S8, sine) is constructibk: ~~·view ofsin8 =+1/1- (cos6) 2 , we See 

that an angle of a . radians is constru,ctible .if. and only if cos e . is 

constructible. The preble~ is th~s equivalent to: given cos rp, constr_uct 
. - . . 

.cos (rp/3). From· the trigonometric identity 

cos3e = 4cos3e- 3cose,. 

we get, on writing a for cos cp, the polynomial equation 

for cos (rp/3). The polynomial 4x3 - 3x- a E ([Jl(a)[x], where a IS an inde

terminate over ([Jl ,· is knowi1 a~ the. a;zgle. tris~ction polynomial. It is 

irreducibl~ over ([Jl (a): to prove this, it will be sufficient to prove that it 

is irreducible dver :Z[aJ {Lemma 34.11); but 4x3 - 3x- a E l[a][x] = .Z[x](a] 

is certainly iiT"educible i!l ? [~][a], because it is of d~gree one in a 'and its. 

coefficients (4x3 - 3x), -1 E Zfx] are relatively prime in.l[x]. So the angle 

trisection polynomial Is irreducible .over ([Jl (a). The general trise'ction 

problem ·is whether it is. pos!:ible to construct a root of 

a= COSq:> 

in~ such a way that the construction remains yillid · when· a is treated. as· 

. an indeterminate .. Since a root of the angle trisection polynomial · has 

degree three. over ([Jl(a), 'the· answer is negative: 'it is impossiple to find a 
method for trisecting .an arbitrary angle~ by ruler and. cm~zpass ·alone. 

This does not mean of course th.at no speciiic· angle ·can be trisected. On 

the· contrary, thJ:!re ar~ angles like 90° that can ·very well be trisected. 

The third prqblem is to· draw a square :whose area is the area of a ·given 

circle (squaring the circle). Choosing tl)e radius of the given circle as unit 
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length, t~e side of the square to be constructed has length .frr. Thus the 

problem is to construct the real number .frr.-But rr and all the mor~ so .frr 

are not algebraic over 0 (Example 49.8(d)), let alone be of degree a 

power of two: Hence v'1r cannot be constructed: it is impossible to square 

the circle by ruler. and compass -alone. 

The final problem is to draw a· r~gular .n-gon.~ This is the same· problem 

as dividing the circle into n equal parts. Thus. we are to divide the angle 

of 2rr radians into n equal . parts, which means we are to construct the 
. . 't + t-i . 

qumber ·cos (2rr/n). Now c·os (2rr/n) = 
2

. E iR, where ~ = e2"i(n E IC is a. 

·primitive n-th root ·of unity .. The field O(c·os (2rr/n)) is fixed only by the 

au'tomorphisms · t--. t and.t--. t-1 in the Galois group of the cyclotomic 

extension O(t)/0, which is Galois and of degree cp(n) over!!} (Theorem 

58.12). So O(cos (2rr/n)) is an intermediate field 'of O(t)/0' satisfying 

IO(t):O(co,s(2rr/n))l =Ht.'t-1}t = 2. Th~s t0(cos(21r/n)):OI_ =cp(n)/2. Hence, if' 

cos (2rr/n) is constructible, then cp(n)/2 and consequently also cp(n) is a 
. powe.r oftwo. Let n·= 2aop

1
a•p

2
°2 ... p/' oe the canonical.decomposition of 

_n into prime nu11,1bers, _but possibly~ with a0 = 0. Then 
r 

-. - .. 
(the term 2°0-t is to be deleted in case a0 = I) and cp(h) is a power of two if 

~nd only if a1 =· a2 = ·'···=a = I and p. = ik; + I for .some k. E N. Here k. r ~ t ~ t l 

,. cannot be divisible by . an odd number · t, for otherwise. 21 + I would 

divide the prime nu~ber 2k; + I. Hence k; ·is ·a powe,r. of two, say. ki = 2m;. 

Thu.s p. = 22"'' + i. P~ime numbers of the form 22"' + I are called Fermat 
' I . 

prim'es. It is .easily verified tha:t 22"' + 1 is prime when m =· 0, 1,2,3,4, but 

2 
25 

+ I is not prime (it is divisible by 641 ). It is not known whether there 

are .infinitely or finitely ~any Fermat~ primes. In fact, n~mbers 22"' + I 

are known to be prime only in the cases m = 0,1,2,3,4. We obtain: if a 
.regular n-gon · is constructible', then n has the form n = 2a0 p 

1
p 

2 
•.. p r.' 

where P; are distinct Fermat primes. The converse of· this statement is 

also true, and its proof is left to the reader. 

796 



-Exercises 

·1. Let K be ·a field and· define an extension E of K to' be a radical extension 
of K if E is separable over K and there are eleme~ts u1 ,u2, ••• ,un in E· such· 

that E = K(u1 ,u2, ••• ,un) ·and. one of the following is true: , 

(i) ui is a root of a polynomial of the form xh 1 -. ai over K(u1, .•• ,ui_
1
),_ 

whe~e eith~r cliar K = 0 or ch'ar K = p ~ o, and p is reliJ.tively prime t\) hi; 

(ii)u. is a,root of polynomial ofthe form xP- x·- a. over 
l 1 . • • l 

K(u1, ••• ,ui_ 1), where p = ohar ~-;r. 0. 
. . 

. Prove that Theorem ·5.9.8; Theorem 59.9, Theorem 59.10 and Theorem ' 

59.J I remain valid with this new definition of radical extensions.· 

2. Let _K be ~ field- and defi!le an exteiJsion E cif K t~ be. a· radical 
extension of K ·if there are elements ui ,u2, ~ .. ,un in E such· that 

E·=K(u1 ,u2, ... ,un) mid one· of the· following is true: 

(i).u. is .ar~ot of a' polynomial of the form xh,_ a. over K(u
1
, .- •• ,u .. 

1
), 

l . I • l . " I l-

(ii) Ui is a root of polynomial of the form xP- X - ai over. ' 

.K(ul' . .. ,ui_ 1), where p. =char K ;r. 0. 

· Prove 'that Theor~m ,59.8 r6mains valid with .this· new definition of 

radical extensions if v;e assume E_is normal over K. Discuss Theorem 
59.9, Theorem 59.10 and Theorem 59.11. 

3 .. Let K, be aJield,f(x) E K[xJ an irreducible polynomial of degree n ~ 5, 
E a splitting field i)f f(x) over K and r a root of f(x) in E. Assume that 
Au tKE ==! S

5
• Prove the following assertions. 

(i) K(r) is ·not a Galois extension of K . 

. (n) IK(r):~(l = n .. 
(iiitA lt VC(r) o=: 1. 

(iv) If N is a 'i10rmai closure of K oyer K(r), then there is a subfidd 

·of N isomorphic to E. 

(v) There is n(i radical extension R of K such that K ~ ,K(r) ~.R. : · 

(This exercise sllt)WS the .hypothesis that E be Galois. over K is -indespens:-

able in Theorem _59.8.) · · /' 

4. -Prove that S5 and A5 are the only · nonsolva,ble transitive subgrqups. ·of 

S5• (flint: Assume rr = (12345} is in such a subgroup' G of'~s: ;rpere is a 
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. transposition or a 3-cycle in G. Iri the first case, _G contains all transposi

tions and G = S5 • ·In the second case, with 11 a 3,"cycle in G, we have <rr~> ~ 

<rr> and there are 52 _even permutations .in G and A~,;;;;· G.) 

5. Let f(x) € O[x] be an irreducible polynomial _of degree 5. Show that, if 
I 

f(x) . has three real and two c~mplex conjugate roots, then the Galois 
group f(x) isS

5
• (Hint: Use Ex. 1 and the discriminant.) 

6, Find five· irr~ducible ·_polynomials in O[x] whose Galois groups are S5• 

3 3 . . ' 

7. Sho·w that ;,; ?+;/-121 +:.J2-~ -= 4 (Raffacl Bombelli (ca. 1520-1572)). 

8. Let K be a subfie)d of IR and let f(x) be a cubic 'polynomial in K[x] . .Let 
D be the ·discriminant of f(x). Prove that . 

(a) D > 0 if and only if f(x) has three real. distinct roots; 
(b) D < 0 if and only if[(x) has one real ard two complex conjugate 

roots; 

(c) D = 0 if and only if f(x) has three real roots, one of which is 
repeated. 

9. Let K be a subfield of IR and let f(x) be an irreducible polynomial in 

K[x] such that K(a) is a splitting field over K off(x), for any root a of[(x). 
-- ' - . ' .. t' . 

Show that there is no splitting field of f(x) over K and a radical extension 
R of K satisfying S !;; R !;; IR. 

-10. Prove the converse of Theorem 59.32. (Hint:· Show that, if the degree 

of K n over 0 is a power of two, so is the degree over 0 · of the normal 

closure of 0 over K . Use Galois correspondence and Ex. 12 in §26.) 
. - ' ~ .. 

· I I. Prove that the angle 906 can and the angle 60° cannot be trisected by 

ruler and aompitss . alone. 

12. Show that, if rt has>the form n = 2a0p 1p 2 •• . pr, ·where P; arc distinct 

Fermat primes, . then a reg_ular n-gon is constructible by ruler and· 
compass alone. · 
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·Appendix 

In this· appendh , we want to point out some deficiencies of the na'ive set 
theory we . used in this book and discuss Zorn's ·lemma. 

We used the. term "set" 'informally to designate a collection of objects,. G .. 

Cantor (1845-1918), the founder oL set theory, 'defines a set .as "the collec~ 
tion of defi_nite, well distinguished objects of our intuition or our thought 
to a .whole.". This definition is very general. The objects need. not be · 

mathematiCal ,objects. They can be concepts like charm, courage, ·miser-
' ability. In fact, Cantor .writes in a letter _that set theory belongs to meta-. 
physic's. But then, if there is no restriction on .the objects forming a set, 
one is bound to admit "the set of all abstract concepts" 'or ''the set of all 
sets". These sets are elements of themselves: the set of all abstract 
concepts, is an abstract concept, and the set. of ·all sets is a set. This 
general qefinition of a . set leads now to logical paradoxes. Consider the . 
set. M = {A :_ A £. A l of all sets A .such that A £ 'A . (This is not 

·unreasonable, for e~ainple the set of all girls is riot. a girl.) Now M E M . . ' . 
impHes, by the definition of M, .that M £ M and M e: M implies M E M. So 
lv1 E M if and only. if M e: M, a contradiction. 

This paradox is known as Russell's. Paradox (B, Russell, 1872-1970). It 

was al~o known to G. Cantor, to. D: Hilbert and to E. Zermelo' (1871-1953). 
(A similar parodox i·s due to C. BuralicForti (1861-1931): .the set of all 
ordinal numbers is· an ordinal number, hence is smaller than itself.} 

. .· . . ~ 

These and analogous paradoxes. indicate the . necessity · of a sounder 
. approach to set theory. In the God~l~Bernay . axiomati~ set: theory, there· 

are ,three pri~itive ·undefined concepts: class, 'memb.ership and ,equality. 

A class is intuitively. a .collection, of objects, to 'Which .we referred to as a 
set up to· n<;>w (and what Wy called subset is a ·subclass in axiomatic· set 
theory). The term set is ~eserved for the special typ'e of classes A for 
which a class B exist such that ·A. _E B. A class which is not a set is called 

· a'proper class. Loosely speaking,. a set is a "small" class and a proper 

class is "wildly large." Axioms of set theory ensure. that the subclass, 

union, intersection, difference and cartesian product of sets are sets. The 
class of all subclasses of a set is also a set. 
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Russ~ll's paradox does riot arise in the G.odel-Bernay formalism: 'the class 
· {A is a set and A ~ A} is a .proper class. (The class of all ordinal numbers 

·is likewise ,a proper class.) We have the clas~ of all sets, the class of all 
group~ •. the ciass o( aiL rings~ the class of all~ rings with identity, the class 

' ' . ' . ' . . . ( . 

of all K-vectbr spaces, the. class of all fie(ds, the cfass oJ all abelian 
'- · grour,s. t_he _class of all solvable groups etc .. These· are ·not sets . 

• • ' • r ; -·. ·- • , • ' ~ • ,· 

Thus is01norphism of groups is an equivalenc~ relation on the class of all .. 
· · · groups, not on the set of all groups. In like Jlnanner, . isomorphism of rings 

, Is· an equiv~ience relation on· the class of :an rings and isomorphism of K
vector' spaces \s an equivalence relation on the class of all K -vector 

.. · ,. spaces. 

I .. / • 
Aside from the classes of sets, ·groups, nngs, K-vector space_s, solvable 
groups, all. the classes which we called set in the text are in_deed sets 

.. (not proper classes)· in axiomatic set theory .. 

* 

* * ' 

Now Zorn's Lemma. Zorn's ·Lemma states ihat any partially ordered set, 

in which every_ totally ordered subset has an upper· bound, possesses a 
.maximal element.. We explain the new terms in its formulation. 

AI Definition: Let S be a nonempty set and R a relation .on S. If R 
·satisfies tl1e following conditions, then /? is called a partial order on S: 

(i) a R a for all a E S (R is reflexive), 

' ( ii) for all a ,b E s, if a R b and b R a, then a = b (R is antisymmetric ), 

(iii) for all a,b;c E S, if a R band b R c, then ·a R c (R, is tr;msitive). 

Tlie set S · is then said to be parli(Jlly ·ordered by 'R and S is called a 
·partially. ordered set~ 

W c shall. almost never use the symbol "R" to designate. a ·partial order. 
We usc ",;;;; ", "~" or a similar symbol for this purpose, Then the 
conditions abo\•e assume the . more palatable form 

(i) a< afor al_l a E S, 

(iil a< hand b <-a =} ·a= b (for alla,b E S), 
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(iii) a .;; b and b .;; c =} a <: c (for all a,b,c €_ S). 

It is worthwhile to . compare partial order relations with equivalence · 
relations. Both relations are ·reflexive .and transitive. They differ in that 
partial orders . are· antisymmctric and equivalence relations are symmet-

, ' ' . ' ' . 
ric: These are. quite

1 
opposite conditions and partial orders are indeed 

. yery. different from equivalence relations. 

The reader shoul be careful about the antisymmetry property. It does 
not say 

a .;; b =} b ,<~; a 

(where b </; a is the negation of b .;; a). 

. . 

(a,b € S) 

A2 Examples: (a) Consider the set N o( natural numbers and the usual 
ord~r r~iation <. Hence. a .;; b .means b - a € N or a ::::; b. Jt is easy to see 

that· .;; is a partial order on i"J • : 

(b) The usual. or?er ·relation. '~ (for whi~h a -~. · b means b - a € N or a = 

b) is a partial order on l ·. 

(c)' The sets (j} and IR are partially ordered by '·.;; . 

(d) Divisibility is a partial order on N, because 

(i) ala, 
(ii) alb and bla · ~ a= b, 
(iii) alb and blc =} ale 

for all a,b;c,E N. 
. . 

(e) Divisibility is' not a partial order on l, 'because it is not a relation on· 

' l: alb is meaningful only :vhen a ~ 0. 

(f) The "is strictly less than" relation < on l is not il partial order on l 

because· it is not reflexive. Is it antisymmetric? 

(g) Let .2, be the set of all subsets of a given set A. Then .2. is partially 
ordered by the set 1~61usion !; . Indeed, for any su~sets B ,C ,D of A, we 

have (i)~~B, 

(ii) B ~ C and C ~ B implies B;::; C, 

(iii) B.~ C and C ~ D implies B ~ D. · 
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On, the .other hand, .2, is not partially ordered· by th~ p~oper set inclusion 

c since c is not reTiexive. 

(h) .Let .2, be the set o( all subgroups of a· given group G. l;hen .2, is 

partially ,ordered by the "is a subgroup of". relation < . Indeed, for any 

subgroups B ,C ,D of C, we have 

'(i) H <; H, 

(ii) H < 1 and J~ H implies H 7=1, 

(iii)H< j and J< K ..implies H< K . 
\ 

On the other hand, .2, is not partially ordered by the "is a proper 

subgroup of" 
-

relation is not. reflexive. < since < 

(j) Let .2, be the s.et of all subgroups of a given group G. Then .2, is not a 

/ partially 'ordered by the "is a norm~l subgroup. of", relation <Q because <Q 

·is not transitive (cf. Exa!llple 18.~Ji)). 

(j) Let .2, be the· set of all ideals of a given ring R. Then .2, is partially 

ordered by the set inclusion ·~ .: 

( k) Let K be a field and V a vector space over K. Let .2, be the set of all · 

K -linearly independent subsets of V. Then .2, is partially ordered by the 

set inclusion·~. 

The natural numbers N is· partially ordered by. < as well !lS by 1. We 

know that,' for _any tWO natura( numbers n a~d 1i1, at feast one of 1l <; Ill 

and m < n is true, whereas _neither nl m norm In ought to hold. Thus ,any 

two natural numbers can . be compared by the partial order <,.but· not 

by' the . order I: 

AJ Definition: LetS be a noncmpty set and < a partial order on S. Let 
1 . • • . 

a,b be clements of S. If a < b orb < a, then a is said to be c,omparable 

to h (in this case, b is also comp'!rablc to a· and we also say then that a 

and h arc comparable). If any two clements of S are comparable, then < 

is called a .total order on S. The set S is then ~aid to be tot~lly ordered by 
< and S is called a totally. ordered set. 
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Thus N is totally ordered by ~ but not by. 1. Here are some more 

examples. 

A4 · Exampl~s: (a) l, 0, !P: arc totally or~ered by ~. 

(b) )'he set {0, .{ 1}, {I ,2}, { 1,2,3]} is totally ordered by ~. The set 

{0, {1}, {2}, {3}, {'1;2)} is not toqlly ordered by~- . 

(c) The .set {1, <p 2>, <p>) of subgroups of D 8 = <p, cr: p4 ,;; o 2 =I> is ·totally 

ordered by the "is a subgroup of" relation ~ .. The.set·{I, <o>,<p 2;o>) of 

subgroups of D 8 is'also totally orclc'red. by~~· The'set {l,<o>,<p>) of sub~ 

groups of p 
8 

is riot t~tall)• ordert;d by ~ .. 

Can you describe the groups such that the set of all s\ibgroups is totaliy · 

· ordered by ~ ? · · i 

•, 

·(d) The finite -set (1,2,4,8,16) and the infinite set {1~2,4,8,16,32,64, ... ) are 

totally ordered subsets of N when N is ordered by 1. · 
. I . 

ll .. 
(e) Any n~nzero · rati.onal number can. be written in the form 7av , where 

' /1 ' s a,u,~ E: l and 7-tu, 7{v. For· any two rational nuinbers x = 7av, y = 7bt, 
• • I ' 

where 7{uvst, we write x <~ y·provided a~ b. Then ([j}\{OJ· is totally 

ordered by «. 

AS Definition: Let S be a nonempty set and ~ a partial order on S. An 

. element m of S is called a ma.rimal. element of S if the following implica, 

tion holds: 

x E: S ·and m ~ x ===} m=x.· 

A~ . Examples: (a). L:et G be a nontrivial group and ~ be the set of all 

proper normal subgroups ,of G, partially ordered by the relation ~. A 
maximal normal subgroup of 9: in the sense of Definition 27.5, is a 

maximal/ element of J,, and conve~sely._ 

(b) Let R be a ring distinct. from the ·null ring,, and. J, be. the set qf all 

proper ideals'; oL I?, partially' ordered by t.he relation ~. A· maxim:tl · 
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· element of ·.2, is c:11Ied a maximal ideal of G. i'hus M is a maximal ideal of 

R if and only. if there is no id~al A of R such thin M c A c R ~ 

(c) Let V be· a vector space over a field · K: Let J, be the set. of all K
linearly independent subsets or' \1, partially (Jrdered by s. ·The maximal 

elements of J, are exactly the K -bases of \1. This assertion will be proved 

below (Theorem A 10). 

(d) l, when partially ordered ·by ~ , does . not have any maximal 

· elemen't. 

(e) Let. S = {a,/J,~·,d;e,l} and dCfine a relation < on S by setting 

a~ a,. 

a ~d. 
h.~ b, 
a .;;; d, 

c ~ c, 
b.;;; c, 

d ~ d; 

c <J, 
!.;;; J, 

Then S is. partially orde;ed by .;;; . We see· that e and f are maximal 

elements of S. Can you find the totally ordered subsets of S? There are 

thirteen of them. 

A p_artially ordered set need not have a- maximal .clement; If it does 

have· one, a. maximal· element need not be unique, i.e., the set may have 

.more than· one maximal elements. 

A maximaL clement m of a partially. ordered set S Js not necessarily 

"bigger" than all the other clements. More precisely; it need not be the 

case, that a ~ 111 for all a E · S. This condition is stronger than m:iximality. 

A max•imal element m is "bigger" than all the other elements that are 

comparal!le to m. · 

-
A 7 ,Dcfi nit ion: Let S be .a noncmpty set aQd < a partial order on S. Let 

A he a nonempty subset of S. An eleiiH~nt h of S is called an upper hound 
o{1\ if a-:::; h for all a"- A. 

·' '• 
It 1s implicit_ in this ddinitii>n that b is comparable. to all the elements of 

.-\ . .-\n uppl·r _hound o.f A is ncit necessarily an elc;nent of A. A noncmpty 

sub-;L't of a p;trtially ordcrl'd set-need not have an upper bound. 
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A8 Examples: (a) N is. a n•Jncmpty subset of l, which- is partially (in 

fact totally) ordered by ,;;;;;· and ~Ill uppei:. bound of N ·does not exist. 

(b) I[)) is partially- ordered by ~·: . Consider A = {a E ~: _ a 2 < 2). There are. 

n~any upper bounds of A, f•ir ii1stance 3/2, 2, 10, 1010 . Is -/.2 an uper 
bound of A? 

(c) Let 2:; be the set of all su bseis of a, given set T, partially ordered by 
c;;;. A subset .f. = {T1, T2 , • ~ ·. : Tn) of 2:; has- an upper bound in· 2:;, for 

n . . 
instance U T is an. upper. bOt: nd of_ .f.. 

i=l l 

(d) Let 2:; be the set of all pruper.subsets· of [a,b,c}, pa-rtially ordered ny 

<;;;.The subset''{ {(t); {b,cl} of;~ doe.s not have :my upper b(Jimd in 2:;. 

· Let us recall .Zorn's kmma. 

A9 _Zorn's Lcmijla: Let S he a partially ordered set. If every ,Jotally 

ord(?red subset of S contains· an. upper_ bound, then -S has a maximal 

eiement. 

\ 

Some explanations are now in order.-- We ·make use of Zorn's Lemma to · 

prove that certain -things exist. _The idea is to consider the object whose 

existence 'we want to show as a maximal element in a partially ordered 

set S. The set S aild the partial order <, is- dictated by the nature of the 

probiem at hand; The 'partial· order is usually a natural order like· set 

inclusion or the "is a :subgroup o('' relation. Since we speak of partial 

order, tl)e set 5; must be non((mpty. In practice, it is either the easiest or 

the harde~t· part to prove that 5' is nonempty. After establishing that S is 

not empty, 'We introduce. a par.iaJ order·<, on S SU~h that t.he- object- \'\e 

want -to show .to ex-ist is a maximal element_ of S. Then- we t;ike an 

· arbitrary totally -ordered subset A of S and investigate· if A contains -an 

upper . bound. Here it is important to note 'that "the upper bound IS 

required to be an element of A.' Thus we must find an upper b9und 11 or 
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A and _also ascertain that 11 is not merely in S, but in fact in A. If we can 

. show that any. totally orde·red subset A of S does contain an upper 

bound in A, we. conclude,·; by Zorn's Lemma, that · S has a maxim~! 
elemen-t The existence· of a maximal-· element of S is ·thereby proved. · 

As an illustration, we prove an important theorem: any vector, space has 

a basis. 

-. A I 0 Theoren1 :. Let V be a vector space over a field K. Then V has a K-

. basis. 

Proof: If V = 0, then Jl has a K ~basis, _namely. 0, and the theorem_ is 

proved in this trivial case .• We assume now V 7! 0. Let i be th~ set of all 

K -linearly independ~nt subsets of V. As V ~ 0,. there is a· nonzero_ vector 
• • • ' ' • ' • ! ' • 

u in V and (u] is a linearly independent subset of V. Thus (u) € ~ and~ 

· is not empty. ~. is partially ordered by ~ ~ We prove that any maximal 

element of ~ is a K~basis of V ., To· prove this assertion, we must show 

that, if B E ~ is a maximal element of ~, then B spans V over K. 

If B € ~ ·is a maximal element of~ and sK(_B) ;z! V, then there is a v € V 

with v fl. sK(B). LeJ A= B u {v). Since v fl. sK(B), we have· v fl. B and 

therefore B c A. Here A cannot be an element of ~ · beta use B c A . and· B 

is a max-imal element of ~. Thus A is a K -linearly dependent subset of V. 
' ' .. . . 

This means that A hits a finite K -linearly dependent subset C. Here C £;;; B 

is-/impossible because B is a K -linearly independent subset of V. Hence 
we necessarily h.ave v € C. Let C = { v, v 1,v2: ... ,vn). Here ( vl'v2, ... , vn) £;;;B. 

As C is linearly dependent over/(_, there are s_calars o:~o: 1 ,o: 2 , .. :,o:n, notal! 

of them ,zero, sucli that . 

Now a:.= 0 ora ;z! 0. In the first case, w~ have o: 1 v1 + a.2v2 + · · · + o:~vn = 0, 
with ( v 1, v2, · ...• v n] £;;;_ B and not all of a: 1 ,a 2, ••• ,an being zero, and this 

means (v1,vi,·· .. ,v.n) isK-Iinearly dependent, so B is also K-linearly 

dependent, contrary to B E: .6. In the second case, there is an inverse o:-1 

of a in_ K. and _we get 

( -1 · ( -1 ) - ( -1 · ) (B) v= -r, u 1)vL + -o u, v, + ··· + -a a v LSI\. , . . ... _ ..... n n 
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contrary to v. (l sK(B). 
. . ·. . . . 

Thus the assumption SK(B) 7! v leads to contradictions. This forces si<(B) = 

·· V ai1d B is a K-basis of. V. as was to be proved. 

We now employ Zorn's• Lcr11ma to conclude that ~ has a maximal 

element. This· will prove that V has a K·-b.asis. 
I 

We. have to show: th~t any totally ordered· subset of·~. has an upper 
·bound in ~. Let C = (Ai: i E l} b~ a totally ()r~ered subse~ of ~. It is 

natural to expect that :£ := .U . A. ·is an upper bound of C. We certainly 
· · · t E I · t · · . • · 

. have· Aj!,;; E for any Aj E ·c but we .must also check that E t:_ -~. 'f'o this 

end, we must prove that· E .is 1( ~linearly' independent, .that -is to say, that 

every finite subset of E is K -1 inearly in~epende;tt. 

Let ( v1, v:
2

, : . . , v '(be fi11ite sub~et of E. we· have vk E ·A. for son1e suitable 
. . n . 1 · • ~ 

A. E C. Since C.· is totally ordered, Cither A. !,;; A. or A. !,;; A.·. Let us' plit 
lA . . • • II 12 h. II· . ' 

U2 =A. if A. k A. and U2 =A. if A. !,;; A. so that (v1,v:2} r;;; U2 • Now either 
12 . II 12 . II . 12 II . ~. . . 

U
2 
~ A: o~ A. !,;; U

2
· • Let 'us p.ut U

3 
= k if U

2
· ·!,;;. A. and u

3
· ~ U

2
· - if A !,;; U., 

' 13 . • 1,3 . . 13 13 . 13 -

so'that {v"v2,v3 } r;;; U3. Now either U3 !,;; Aj
4 

or Ai
4

!,;; .u3. Let us put U4 = Ai
4

_ 

if u3k 1\4. and ·u4= u3 if~i. ~- u3 so !.hat {vl'vZ,v3,v4} k u4. Proceeding in 

this way~ w_e see. that (v"v2 ,' ... ,v,;}!,;; Un•· where Un is o~e of Ai
1
,Ai

2
;.:. ,Ai; · 

· From U E C !,;; J,; \ve infer that U is K ~line<i,rly ·independent, and from 
n . . n . . . . . 

(vpv2, ... ,vn} c U,,. v,;c infer that, (v1,v2, ... ,vn} isK-Iinearly independent., 

Thus every finite subset· ~f E i~ K -linearly independent and so. E E ~. : • 

This shows that every totally ordered subset of ~ · has an upper boun? in 

~. By Zorn's Lelnma, there is a maximal element B of~. So there is a K-
bo.sis I) of V: 0' 

Redefining ·. ~-- in .the .precediitg proof to be the set of all ·K-Iinearly · 

independent" subsets of V containi,;g T, and using ,T E. 2, to:show tl!ill ~ '· 
is_ not empty,, ~c get the foJ!O\;ting gene~alizatio~ of Theorem 42.14; 

A 11 Th~or~l,ll: Let V be a 'vector. space over a field K and let T be a K

linearly independent subset· rjj V. Tf!en there is a K-basis B of V su(:h · 

tlzat T!,;; B. o 
.\" 
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The theorem -that any field K has an algebraic closure can also be proved 

by Zorn's lemma.- One -is tempted' to consider here the set (set! set? Set!?) 
- . ' - ' 

of all algebraic extensions of K and find a maximal. algebraic extensions 

of K. But' th~' problem is that the class of all algebraic extensions of K is 
not a ~et, and Zorn's l~mma cannot be used so uncritically. One must first ' 
find a set of algebraic extensions of K _to apply Zorn's lemma.: This is done 

by showing that an algebraic extension of K has- a cardinal number no_t 
much greater than the· cardinality of K, and algebraic extensions of K can 
be assumed to be subsets of a set M co-ntaining K, ·provided the 
cardinality of· M · is large enough. For details,_ the. reader is referred to the 
literature. 

z'orn's lemma is .equivalent to an axiom· ·of set theory, known as· the 

axiom of choice .. The axioms of set theory imp~y Zorn's lemm~. Likewise, 
using_ the axioms·. of set ·theory except for the axiom of choice

1 
and 

.. admitting Zorn's lemma as an axiom,. one can prove the axiom o~ choice. 
The axiom of choice is independent of' the remaining axioms of .set 

; . - I . • 

th~ reader to the literature, for more information about theory. We refer , 
this topic. 

·. 
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