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Abstract— Expressions carry vital information in sign lan-
guage. In this study, we have implemented a multi-resolution
Active Shape Model (MR-ASM) tracker, which tracks 116 facial
landmarks on videos. Since the expressions involve significant
amount of head rotation, we employ multiple ASM models to
deal with different poses. The tracked landmark points are
used to extract motion features which are used by a Support
Vector Machine (SVM) based classifier. We obtained above 90%
classification accuracy in a data set containing 7 expressions.

I. INTRODUCTION

There has been a growing interest in extracting and tracking
facial features and understanding the performed expression in
automatically. Many approaches [1], [2] include three distinct
phases: First, before a facial expression can be analyzed,
the face detection must be done in a scene. This process is
followed by the extraction of the facial expression information
from the video and localizing (in static images) or tracking
(in image sequences) these features under different poses,
illumination, ethnicity, age and expression. The outputs of
this process are given as the input for the following step
which is the recognition of the expression. This final step is a
classification problem where the expression is classified into
one of the predefined classes of expressions.

A. Face Detection

In most of the research, face is already cropped and the
system starts with tracking and feature extraction. In others,
vision-based automated face detectors [3], [4] or pupil tracking
with infrared (IR) cameras [5] are used to localize the face.
Alternatively, a face detector can be used to detect the faces
in a scene automatically [6].

B. Facial Feature Extraction and Tracking

Numerous features were tried in order to make a better
recognition of the facial expression. Image-based models rely
on the pixel values of the whole image (holistic) [7] or related
parts of the image (local) [8]. On the other hand, model-based
approaches create a model that best represents the face by
using training images [4], [9]. Moreover, difference images are
used to find the eye coordinates from the image pairs gathered
by IR cameras [10].

Statistical model-based approaches have three main com-

ponents: “capture”, “normalization” and “statistical analysis”.
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In the capture part, one defines a certain number of points
(landmarks) on the contour of the object for the shape and
uses image warping for the texture. The following shape
normalization is done using Procrustes Analysis and texture
normalization is done by removing global illumination effects
between frames. Finally, Principal Component Analysis (PCA)
is performed to analyze the correlations between object shapes
or textures and this information is also used for synthesis.
Active Shape Models (ASM) and Active Appearance Models
(AAM) are two widely used statistical approaches. AAM
approach is used in facial feature tracking due to its ability
in detecting the desired features [9]. In addition, ASMs -
which are the simpler version of the AAMs that only use
shape information and the intensity values along the profiles
perpendicular to the shape boundary - are also used [11]
to extract features. Because of the difficulty in describing
different face views using a single model, view-based AAMs
are also proposed [12].

C. Facial Expression Recognition

It is a common approach to use variants of displacement
based motion feature vectors for expression recognition. Gen-
erating a motion displacement vector for each pixel in the
image [13], measuring the total amount of motion relative to
each of the three axes [14], and converting 3D position data
into a representation of motion composed of displacement vec-
tors [15] are some feature extraction methods used in gesture
recognition. The extracted features are input to the expression
classifier. Some popular machine learning algorithms used in
classification are Hidden Markov Models (HMM), Support
Vector Machines (SVM), Bayesian networks, decision-tree
based classifiers and neural networks [1], [2], [16], [17].

D. Sign Language Scope

Sign language expressions are composed of manual (hand
gestures) and non-manual components (facial expressions,
head motion, pose and body movements). Some expressions
are performed only using hand gestures whereas some change
the meaning where a facial expression accompanies hand
gestures. Therefore, a robust high-performance facial feature
tracker and facial-expression classifier is a must in sign
language recognition. Although most of the sign language



recognition systems rely only on hand gestures and lack non-
manual components of a sign [14], [18], there are also some
unified systems [19].
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Fig. 1. Flow chart of the proposed system

The subject of this research is feature point based expression
recognition in sign videos. The system flow of our approach is
illustrated in Figure 1. We employ state-of-the-art techniques
such as ASMs for tracking and SVMs for classification to
deal with this problem. Since standard ASMs have difficulty
dealing with extreme poses [12], we train multiple view-
based ASMs to track these difficult poses. Section II describes
the details of our tracking approach. Section III gives our
expression classification methodology. Section IV gives the
properties of the database we used and the experiments we
performed on this database with the results are given. We
conclude in Section V with relevant discussion.

II. FACIAL POINT TRACKING

A. Statistical Analysis of Samples

The statistical analysis of shapes can be divided into three
distinct steps; capture, normalization and PCA.

We start with annotating L feature points manually for each
of the N randomly captured frames from videos and create the

sample shape space @ containing shapes s; where
S; = (ml,yl,mg,yg,...,mL,yL), 1= 1,...,N

is a shape containing the coordinates of the landmarks shown
in Figure 2.

Selected Feature Points

Fig. 2.

Secondly, shape normalization is done using Procrustes
Analysis where we choose the first shape as the reference
shape and align all others to it. Then we recalculate the
estimate of the mean from all and repeat the process until
convergence.

Finally, PCA is applied to the normalized shape space to
find the orthogonal basis vectors satisfying

Cser = \rey (1)
where
o C; is the covariance matrix constructed using normalized
shapes

o ey is the k" eigenvector

e )\ is the k" eigenvalue

Any shape s can also be described using all eigenvectors in
a lossless way and the coefficients of eigenvectors form the
parameter vector b.

b=EI (s —53) (2)
s=8+Eyb 3)

where

| N
i—
The motivation behind applying PCA is to reduce the

dimension and use K < 2L eigenvectors, yet preserving the
most of the variation. K is chosen where it satisfies

K 2L
D A >095x Y N
k=1 k=1

€L ]

_ Let A1, ..., A be the first K eigenvectors. Then with
b = (b1,...,bk), we can synthesize § which is an estimate
of s that is similar to the shapes in ®g.
b=E%L(s—53) (4)
§=5+Ekb (5)



B. Creating a Model from Landmark Profiles

Let p;; be the j'* landmark in the i*" shape, such that

pji = (%4, Yj,i)- 8. is the gradient of pixel intensities along
the profile of p; ; as in Figure 3.
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Fig. 3.

Then we calculate g; as the mean gradient vector and C; as
the covariance of gradients. Thus a single model is composed
of particular 5, Ex, g; and C; (j =1,...,L).

C. Fitting a Shape to a Test Image

The initialization is done by detecting the face using
OpenCV’s face detector [6] and § is placed on the found face.
Then the shape is iteratively perturbed along the profile until
convergence. Each iteration involves two steps as follows

1) Finding the Best Fit: Let us say n is the profile width
and m is the search width as in Figure 3 where m > n.

For each landmark, we find the best fit along the profile
where the best profile gradient §; gives the minimum Maha-
lanobis distance with the model, i.e. the term

(& —&)"C;' (& — &) (6)
is minimized.

2) Constraining the Best Fit: The best fit is constrained by
finding the approximate shape parameters b using Eq. (4) and
constraining each coefficient by, satisfying —3v/ A, > by <
3V, for k = 1,..., K. That is, if the value is out of the
allowed limits, then it is changed to the nearest allowed value.
Finally, the constrained parameters are projected back to §
using Eq. (5).This way, the fitted shape avoids deformation
and will be similar to the ones in ®g.

D. Multi-resolution Approach

Instead of using a single level ASM search, a model is
created for each level of the pyramid where the original size
images are in the lowest level and higher models involve
sub-sampled images. The search is first done at the highest
level and the found shape is passed to the lower level as the
initial shape for that level. So a rough estimate is found in the
highest level and fine-tuned at each level it goes through. This
procedure is called Multi-resolution ASM (MRASM).

E. Data Refitting

Since @ is gathered by clicking feature points manually,
the training set is error-prone to human mistakes. To reduce
this bias, data refitting is performed. So, a model is trained
using @5 . Then, each shape is initialized by its own shape
and refitted using this model. Finally, a new model is trained
by using the fitted shapes as described in [20].

FE Tracking in an Image Sequence

Since there is head motion in addition to facial expressions
in sign videos, a single view model is not sufficient for
handling all views of the face. So, three different models are
trained which are for frontal, left and right views. Sample
images are shown in Figure 4. We use two metrics to calculate
the spatial and temporal errors to choose the best fitting model
during tracking.

Fig. 4. Three different views

TMSg, frontal, TMSg left and T7MSg rignt are the root mean
square errors between the fitted shape’s profile gradient values
and the used model’s (frontal, left or right) mean gradient
values. So, they give a similarity measure for us to decide on
a model view.

rmsys r—1 is the root mean square error of shapes found in
ft" and (f — 1)t* frame, where f = 2,..., F. It informs us
about the change in shape in the given interval. We assume
that the first frame is frontal, so we start with a single view
MRASM search for f = 1. Then the algorithm is

for f=2,....F do

for each model (frontal, left, right) do
apply MRASM search;
end
eliminate the models giving rmsg moder > threshold;

if no model remains then
mark this frame as empty (not found);

re-initialize the tracker;
else
choose the model giving the minimum rmsy, 5_1;
set the found shape as initial shape for next
iteration;
end
end

Finally, the empty frames are filled by interpolation and
a-trimmed mean filter is applied to eliminate the spikes
encountered during tracking.

III. EXPRESSION CLASSIFICATION

Classification is the final stage of the facial expression
recognition system and consists of two sub-stages which are
motion feature extraction and classification using SVM. Since
the data have the nature of a time series, one needs to either
normalize it or extract features that would represent the whole
sequence. Motion history images used by Michel and Kaliouby
[16] is one such feature. Here, we follow a similar approach
and use maximum displacements. The tracker extracts the
coordinates of facial landmarks in consecutive frames of the
video sequences. Then these coordinates are used to evaluate



the maximum displacement values for each feature point in
four directions x4, x_, y4+ and y_ across the entire image
sequence.

A. Motion Feature Extraction

We use displacement based and time independent motion
feature vector as the input to the SVM classifier. The motion
feature vector includes information about both the magnitude
and the direction of motion for each landmark.

A similar displacement based approach has been applied in
[16] to extract the motion information between the initial and
the “peak frames” in image sequences. In our study, we find
the maximum displacement of points where “peak location”
for each point may be in different frames.

We define V' as the i*" video

Vi = [537 Sé7 ' SzF] (7)

where

sp=(aft ot 0 ) ®
is the set of landmarks in the f** frame of i*" video.

For each video, the initial frame (s1) is chosen as the
reference frame and the displacements of the points between
each frame and the reference frame have been measured.

Then, the maximum displacement values of each point in
four directions have been chosen as the motion features.

i,2
Yy

dmf;jam = m;a,x {m}l — mzll}
dmi’l-
duil  — il
Ymaz = m]?’X yf
dvl = mi il il
Ymin = m;n Yy — W1

The output of this process is a single motion vector z* for
each video.

i 4,1 i,L 4,1 i,L
z = (dmmax e dwmax dmmin e dmmin 9)
7,1 i,L 7,1 i,L
dymaac o dymaac dymin e dymin)

B. Classification Using SVM

Because of the superior classification performance and its
ability to deal with high dimensional input data, SVM is
the choice of the classifier in this study for facial expression
recognition. A motion feature vector is extracted in the previ-
ous stage and classified into one of the predefined expression
classes in this stage. A brief definition of SVM is given below.

Given a set of training data pairs (z;,v;), v € {+1,—1},
the aim of the SVM classifier is to estimate a decision
function by constructing the optimal separating hyperplane in
the feature space [21]. The key idea of SVM is to map the
original input space into a higher dimensional feature space in

order to achieve a linear solution. This mapping is done using
kernel functions. Final decision function is in the form:

f(z) = (Z iy K (i - ) + b)

where K (x; - ) is the Kernel transformation. The training
samples whose Lagrange coefficients «; are non-zero are
called ”support vectors” (SV) and the decision function is
defined by only these vectors.

(10)

IV. EXPERIMENTS & RESULTS
A. Used Database

We used the database of Aran et al. [17] which involves 8
different classes of non-manual sign videos. The classes (as
shown in Figure 5) are briefly

1) neutral expression

2) head shaking to left and right (used for negation)

3) head up, eyebrows up (used for negation)

4) head forward (used when asking a question)

5) lips turned down, eyebrows down (sadness)

6) head up and down (used for agreement)

7) lips turned up (happiness)

8) classes 6 and 7 performed together (happy agreement)

The classes in the database

Fig. 5.

There are 5 repetitions for each class from 11 (6 female,
5 male) different subjects and each video takes about 1-2
seconds.

B. Facial Point Tracking

We selected 2 subjects and trained frontal, left and right
models for each. So, we trained a person-specific multi-
view ASM from 35 frontal, 15 left and 15 right images per



subject. These images were randomly selected from videos
and manually annotated. A few (8-10) eigenvectors seemed to
be enough to describe 95% of the total variation in each model
(Figure 6).
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Fig. 6. Eigenvector contributions to the total variance

For MRASM search, we used 3 levels and n = {13,9,9}
and m = {15,13,13} are the parameters we chose for L =
{0, 1, 2} respectively. For each level, at most 4 iterations are
allowed and the convergence ratio r is selected as 90% of the
number of landmarks.

Sample tracking results can be seen in Figures 7 and 8
where the index on the top right stands for the frame number
in that video.

Fig. 7. Found landmarks in a video that belongs to 2™¢ class

C. Expression Classification

We performed the classification experiments by LIBSVM
[22]. Gaussian kernel has been the kernel choice and the kernel
parameters cost and gamma have been searched in the ranges
[275,215] and [27'°,2%] respectively.

We prepared the following sets for our experiments:

Fig. 8. Found landmarks in a video that belongs to 37¢ class

e P, and ®,: Each involves 7 classes and 5 repetitions for
a single subject found with the tracker. The class numbers
are 2 to 8. (35 samples each)

o ®; 2: Involves 7 classes and 5 repetitions for two subjects
found with the tracker. The class numbers are 2 to 8. (70
samples)

o Py Involves 4 classes and 3 repetitions for each of 9
subjects (excluding the subjects tracked) in the ground
truth data. The class numbers are 2, 3, 4 and 7. (108
samples)

Then we designed three tests on these sets:

I- Use @, for training and ®, for testing and vice versa.

II- Use ®, 2 for training and testing by 5-fold cross-

validation.
III- Use ®g¢ for training and @ o for testing.
Tests 1 and II are performed using both 4 and 7 classes to
compare with Test III.

The accuracy results found with the best parameters are
shown in Table 1.

It is observed that the best accuracy is obtained when
training data includes instances of the test subject (Test II).
When we train the system with a different person, performance
drops (Test I). However, when the number of subjects in the
training set is increased, high performance person-independent
expression classification is possible (Test III). Since we have
tracking results of only two subjects, we have used hand-
labeled landmarks in the training set of Test III. Performance
is expected to increase further if tracked landmarks are used
instead.

The confusion matrix showing the results (in percentage) for
the worst case are given in Table II. Overall accuracy is 67.1%.
It is observed that the most confused expressions are classes 5-
7 (happiness-sadness) and 6-8 (agreement-happy agreement).

V. CONCLUSION

In this study, we presented an automatic facial expression
and head motion recognition system. First, we have tracked



TABLE I
EXPRESSION CLASSIFICATION RESULTS

Optimized Gaussian
Dataset Training Options | # expression | # training # test Kernel Parameters | Accuracy (%)
classes samples | samples | Cost Gamma
Automatically Test I 4 20 20 32 0.00001 95.0
Tracked 7 35 35 32 0.001 67.1
Features Test 11 4 20 20 4 0.001 96.6
7 35 35 16 0.01 92.5
Ground Truth Test 11 4 108 24| 16 0.0001 91.6
Features
TABLE 11

CONFUSION MATRIX FOR 7 EXPRESSION CLASSES (TESTI)

[Chss [ 2 [3 [ 4 [5[6[ 78]
2 1.0 0 0 0 0 0 0
3 0 1.0 0 0 0 0 0
4 0 0 071 0 0 0.1 02
5 0 0 0 0.5 0 0.5 0
6 0 0 0 0.11] 05 0 0.4
7 0 0 0 0.1 0 0.9 0
8 0 0 0.1]103]05 0 0.1

facial feature points in prerecorded non-manual sign videos
by using multi-view MRASM. Then maximum displacement
of each landmark have been used as a component of motion
feature vector and these vectors are given to SVM classifier
as input.

In the tracking part, we used a single subject 3-view
MRASM (frontal, left and right). The results were promising
and we showed a way to track facial feature points robustly.
The proposed tracking system is easily extendible by training
the model for more than three views and more subjects. Since
it is based on ASM, the time complexity is less than AAM
approach because it uses only the intensity values along the
landmark profiles.

We have tested tracker and SVM based classifier on 7
expressions from Turkish Sign Language. We have obtained
above 90% person independent recognition accuracy. Our
future work will focus on making the system work in real time
and integrate the expression classification in our sign language
recognizer.
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