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Preface

The present volume contains the proceedings of the Fourth International Workshop on Folk Music Analysis (FMA). The FMA workshops have a central goal to foster the application of computational analysis in (ethno)musicology. The two main reasons that motivate us to organize this series of workshops are, firstly, to explore systematic approaches to (ethno)musicology that have the potential to enrich the research in this field. And, secondly, we want to draw the attention of researchers in Music Information Retrieval (MIR) towards the analysis of musical styles that so far were not in the focus of MIR research. During the workshop, we provided an opportunity for debate regarding future directions in the field of computational (ethno)musicology, and provided an interdisciplinary platform to present our work to interested researchers and musicians.

We believe that the discussions we had during this workshop indicated ways to apply quantitative methods in (ethno)musicology, and we hope that we will see more collaborations between fields of engineering and humanities in general. Since music has been approached by researchers from various fields, such as (ethno)musicology, music cognition, anthropology, and engineering, it is about time to bridge the gaps between the scientific discourses in the individual fields. A difficult path to take, but the importance of music for all of us makes worth all efforts. We will continue our small contribution to this end with the series of FMA workshops.

We would like to thank the local team in Istanbul, all students and administrative staff who helped us. We would like to thank Martin Clayton for the keynote talk and for taking part in our discussions. We would like to thank the musicians Tolgahan Çağulu and Erdem Şimşek for the inspiring presentation of Turkish folk music, and Peter van Kranenburg and Matija Marolt for their assistance in scientific aspects. And, last but not least, all participants and reviewers who support the FMA.

Istanbul, July 2014

The organizers
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Chapter 1

Full papers
A STATISTICAL ANALYSIS OF THE ABC MUSIC NOTATION CORPUS: EXPLORING DUPLICATION

Chris Walshaw
Department of Computing & Information Systems,
University of Greenwich, London SE10 9LS, UK
c.walshaw@gre.ac.uk

ABSTRACT
This paper presents a statistical analysis of the abc music notation corpus. The corpus contains around 435,000 transcriptions of which just over 400,000 are folk and traditional music. There is significant duplication within the corpus and so a large part of the paper discusses methods to assess the level of duplication and the analysis then indicates a headline figure of over 165,000 distinct folk and traditional melodies. The paper also describes TuneGraph, an online, interactive user interface for exploring tune variants, based on visualising the proximity graph of the underlying melodies.

1. INTRODUCTION
1.1 Background
Abc notation is a text-based music notation system popular for transcribing, publishing and sharing folk music, particularly online. Similar systems have been around for a long time but abc notation was formalised (and named) by the author in 1993 (Walshaw, 1993). Since its inception he has maintained a website, now at abcnotation.com, with links to resources such as tutorials, software and tune collections.

1.1.1 Tune search engine
In 2009 the functionality of the site was significantly enhanced with an online tune search engine, the basis of which is a robot which regularly crawls known sites for abc files and then downloads them. The downloaded abc code is cleaned and indexed and then stored in a database which backs the search engine front end. Users of the tune search are able to view and/or download the staff notation, midi representation and abc code for each tune, and the site currently attracts around ½ million visitors a year.

1.1.2 Breadth
The aim of the tune search is to index all abc notated transcriptions from across the web. However there are a number of reasons why it is unable to do this completely:
- Unknown / new abc sites: the robot indexer is seeded from around 350 known URLs (some of which are no longer active), but it does not search the entire web.
- HTML based transcriptions: in the main, the indexer searches for downloadable abc file types (.abc, or sometimes .txt). However, there are a number of sites where the abc code is embedded directly into a webpage. Mostly these tend to be small collections (especially if the abc code has to be manually inserted into the HTML code) and so these are omitted from the search. However, there are 3 larger collections which are included (by parsing the HTML and looking for identifiable start and end tags).
- JavaScript links: for a small number of sites the file download is enacted via JavaScript, making the link to the .abc file difficult to harvest.

1.1.3 Growth
Starting with an initial database of 36,000 tunes in 2009 the index has expanded to over 435,000 abc transcriptions at the time of writing (May 2014). Most of these are folk tunes and songs from Western Europe and North America, although two massive multiplayer online role-playing games, Lord of the Rings Online and Starbound, have adopted abc for their in-game music system resulting in a number of dedicated websites with mixed collections of rock, pop, jazz and, sometimes, folk melodies. The ~35,000 transcriptions from these sites are ignored for the purposes of this paper, leaving just over 400,000 to be analysed (though this number changes every time the robot runs).

Importantly, although each of the transcriptions comes from a distinct URL, over half are duplicates and these are a major focus of this study.

1.2 Aims
The original intention for this paper was to present a statistical survey of the abc music notation corpus in its current state (i.e. mid-2014) including analyses of the corpus segmented by key, meter and tune type. The purpose was threefold:
- To provide a historical marker of the notation system in its 20th year (abc2mtev v1.0, a transcription package which contained the first description of the abc syntax, was released in December 1993).
- To discuss the composition of this large online resource and give some insights into the issues of curating and managing it.
- To invite other academics to explore the corpus in detail: the author is willing to grant exceptional access to the database for academic study.
and interested in collaborating with projects that wish to make use of it.

For the most part this paper still has these aims. However, in investigating the data, a fundamental question arose: how many distinct tunes are there in the corpus? That, in addition to the supplementary question: what is meant by “distinct” in the context of aural traditions (with all the variation that implies) which are transcribed electronically (sometimes in sketch form), published online (sometimes temporarily), and subsequently copied and republished freely by other web users (often with no modifications, but sometimes with additional notes and corrections)?

The remainder of this paper is organised as follows:

- Section 2 discusses duplication and attempts to answer the question of how many distinct tunes there are in the corpus. It also presents on-going development of a user interface to allow the exploration of tune variants.
- Having decided on a methodology for discounting duplicates, section 3 presents a (straightforward) statistical analysis of the corpus together with a number of observations and comments on the data.
- Finally, section 4 presents some conclusions and ideas for further work.

2. DUPLICATION

Duplication occurs widely within the abc corpus for a number of observable reasons:

- **Compilations**: particularly in the past, certain enthusiasts have published compilations of all the abc tunes they could find, gathered from across the web.
- **Selections**: some sites, usually those containing repertoires (perhaps that of a band or an open session), publish a selection of tunes gathered from other sites.
- **Ease-of-access**: a number of sites publish collections or sub-collections both as one-tune-per-file together with a single file containing all of the tunes.

With respect to the tune search engine, there is little point in presenting users with dozens of identical results and so an important part of the pre-indexing clean-up involves identifying and, where appropriate, removing duplicates from the index. However, it is not necessarily clear which level of duplication to remove. Furthermore, in the context of this paper, the elimination of duplicates is a fundamental process in determining how many distinct tunes there are in the corpus and the subsequent statistical analysis.

2.1 Eliminating duplicates

2.1.1 Classification

To discuss this topic further it is helpful to consider the structure of an abc tune transcription (see example in Figure 1).

![Figure 1. An example abc transcription.](image)

Each tune consists of a **tune header** (including a **reference number**) and the **tune body**. The header contains descriptive meta-data mostly, though not exclusively, with no musical information. Typically this includes the title and composer (where known), amongst other data may also include information about where the tune was sourced (book, recording, etc.), who transcribed it, historical notes and anecdotes and instrumentation details (particularly for multi-voice music). The tune body contains the music, and may also contain song lyrics.

With this structure in mind, duplication can be classified into 4 increasingly broad categories:

- **Electronic**: the duplicates are electronically identical (the exact same string of characters) – i.e. the tune headers and bodies are identical (although in practice this is relaxed somewhat by ignoring the reference number and any whitespace).
- **Musical**: the duplicates are musically identical (including song lyrics) although they may contain different meta-data in the tune header – i.e. the tune bodies are identical.
- **Melodic**: neglecting any song lyrics, grace notes, decorations and chord symbols, the first voice of each duplicate is identical – i.e. the primary melodies are identical.
- **Incipit**: when transposed to the same key, the duplicates are melodically identical over the first few bars of the tune.

2.1.2 Implementation

Code which analyses and counts the size of each category has been developed. In the first three categories this is done without actually parsing the abc music notation in the tune body: for the most part it involves stripping the transcriptions of data, for example by extracting parts and removing decorations, lyrics, grace notes, etc. For each duplication class, the code derives a comparison string from each abc transcription which is then compared with all other comparison strings in that class: identical strings indicate duplicates.
As a small percentage of transcriptions contain errors and / or extraneous text, part of the parsing task involves exception handling. These can arise for a number of reasons including: misplaced characters which do not fit with agreed abc syntax and transcription errors such as unmatched start / end tags (for example, in abc syntax grace notes are delimited with curly braces, { … }, – an exception is thrown if one of the braces is missing). Transcriptions which cannot be parsed, or are empty, fall back on the previous classification. In other words if an exception is thrown when a transcription is being parsed for incipit comparison, the comparison string reverts to a melodic comparison string. Likewise, if a transcription contains an empty tune body (as can often happen when abc headers are used as placeholders or for indexing purposes) then the melodic and musical comparison strings would revert to electronic.

2.1.3 Results
Table 1 shows the duplication results for the 4 duplicate classes. Here a duplicate cluster refers to a group of identical transcriptions. A cluster of size $n$ has 1 primary transcription and $n − 1$ duplicates, so the number of duplicates (column 4) refers to the total number of duplicated transcriptions with a contribution of $n − 1$ duplicates from each cluster.

<table>
<thead>
<tr>
<th>Class</th>
<th>#duplicate clusters</th>
<th>max. duplicate cluster size</th>
<th>#duplicates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electronic</td>
<td>71,156</td>
<td>39</td>
<td>171,203</td>
</tr>
<tr>
<td>Musical</td>
<td>75,752</td>
<td>132</td>
<td>222,241</td>
</tr>
<tr>
<td>Melodic</td>
<td>73,199</td>
<td>132</td>
<td>232,528</td>
</tr>
<tr>
<td>Incipit</td>
<td>58,090</td>
<td>207</td>
<td>281,552</td>
</tr>
</tbody>
</table>

Table 1. The different levels of duplication.

As one might expect, the number of duplicates (and the maximum duplicate cluster size) increases with each successive class, since the duplication refers to a diminishing portion of each transcription. The increase and subsequent decrease of duplicate clusters is less intuitive, but is easily explained: for example, if there are two duplicate clusters of sizes $n_1$ and $n_2$ which differ from each other only after the 4th bar, then under melodic duplication this would result in two clusters whereas under incipit duplication it would result in a single cluster of size $n_1 + n_2$.

To interpret the figures further, consider melodic duplicates: of the 400,160 transcriptions, 232,528 (58.1%) are duplicates and can be excluded from the statistical analysis. Of the remaining 167,632 transcriptions, 73,199 (18.3%) have a duplicate in the excluded set and therefore 94,433 (23.6%) are not duplicated anywhere in the corpus. The maximum duplicate cluster size is 132 (in other words there is 1 tune with 131 excluded duplicates) and the average cluster size is 4.18, i.e. \(\frac{232,528 + 73,199}{73,199}\).

Whilst this indicates a very substantial amount of duplication within the corpus, this gives a headline figure of 167,632 distinct melodies, even when all of the metadata, decoration and lyrics are stripped away. Doubtless that some of these are very minor variants or corrections, but nonetheless it indicates that the abc music notation corpus represents a substantial online resource.

2.2 Exploring variants
The algorithm that is used for identifying incipit duplicates is actually based on a difference metric which numerically quantifies the difference between each pair of incipits. Pairs of melodies with a difference of 0 are duplicates (at least for the length of the incipit), but those with small difference values are very likely to be tune variants.

Tune variants are an important part of folk music’s aural tradition and so near duplicates which appear only in the incipit category are of interest to researchers and musicians alike. However they are not always easy to identify by eye from a large number of search results.

2.2.1 TuneGraph
To facilitate user exploration of such variants the author is developing TuneGraph (Walshaw, 2014), an online tool for the visual exploration of melodic similarity, outlined below.

Given a corpus of melodies, the idea behind TuneGraph is to calculate the difference between each pair of melodies numerically with a difference metric or similarity measure (e.g. Kelly, 2012; Stober, 2011; Typke, Wiering, & Veltkamp, 2005). Next a proximity graph is formed by representing every tune with a vertex and including (weighted) edges for every pair of vertices which are “similar”. Finally, the resulting graph can be visualised using standard graph layout techniques such as force-directed placement, (e.g. Walshaw, 2003), either applied to the entire graph or just to a vertex and its neighbours (i.e. a tune and similar melodies).

The concept is not dissimilar to a number of other software systems which give a visual display of relationships between tunes, often based on a graph (e.g. Langer, 2010; Orio & Roda, 2009; Stober, 2011).

TuneGraph consists of two parts – TuneGraph Builder, which analyses the corpus and constructs the required graphs, and TuneGraph Viewer, which provides the online and interactive visualisation.

2.2.2 The difference metric
In the current implementation, each melody is represented by quantising the first 4 bars (the incipit) into 1/64th notes and then constructing a pitch vector (or pitch contour) where each vector element stores the interval, in semitones, between the corresponding note and the first note of the melody (neglecting any anacrusis). Since everything is calculated as an interval it is invariant under transposition.

The difference metric then calculates the difference between two pitch vectors either using the 1-norm (i.e. the sum of the absolute values of the differences between each pair of vector elements) or the 2-norm (i.e. the square root of the sum of squared differences between each pair of vector elements). The 1-norm has long been available as part of the abc2mtex indexing facilities (Walshaw, 1994), but experimentation suggests that the 2-norm gives marginally better results (Walshaw, 2014).
If the pitch vectors have different lengths then the sum is over the length of the shorter vector (although see below – section 2.2.4).

Similarity measures of this kind are well explored in the field of music information retrieval, (e.g. Kelly, 2012; Tyype et al., 2005), and there may be other, more advanced similarity measures that would work even better. However, in principle any suitable metric can be used to build the proximity graph, provided that it expresses the difference between pairs of melodies with a single numerical value. Indeed, even combinations of similarity measures could be used by forming a weighted linear combination of their values.

### 2.2.3 Building the proximity graph

The proximity graph is formed by representing every tune with a vertex and including (weighted) edges for every pair of vertices which are “similar” (i.e. every pair where the numerical difference is below some threshold value). However the question arises: what is a suitable threshold and how should it be chosen?

Perhaps the simplest choice, and one which is well-known for geometric proximity graphs, is to find the smallest threshold value which results in a connected graph, i.e. a graph in which a path exists between every pair of vertices. Although computationally expensive, this can be done relatively straightforwardly starting with an initial guess at a suitable threshold and then either doubling or halving it until a pair of bounding values are found, one of which is too small (and does not result in a connected graph) and one of which is large enough (and does give a connected graph). Finally the minimal connecting threshold (minimal so as to exclude unnecessary edges) can be found with a bisection algorithm, bisecting the interval between upper and lower bounds each iteration.

This was the first approach tried but it resulted in graphs with an enormous number of edges; the test code ran out of memory as the number of edges approached 200,000,000 and the threshold under test had not, at that point, yielded a connected graph.

Further investigation revealed the basic problem: the graph is potentially very dense in some regions, with many similar melodies clustered together, whereas elsewhere there are outlying melodies which are not similar to any others. This means that in order to connect the outliers, and hence the entire graph, the threshold has to be so large that in the denser regions huge cliques are generated.

### 2.2.4 Segmentation by meter

In order to reduce the density of the graph, one successful approach tested was to segment the graph by meter – i.e. so that tunes with different meters are never connected. In fact a simple way to implement this is to avoid connecting pitch vectors with different lengths. This has the added benefit that some meters can be connected (i.e. those with the same bar length such as 2/2 and 4/4) meaning that the strategy is blind to certain variations in transcription preferences (although not universally as it will fail to connect related melodies, such as Irish single jigs, which are variously transcribed in 6/8 and 12/8, and French 3-time bourrées, which can be either 3/4 or 3/8).

Each pitch vector length results in a subset of graph vertices: in all there were 314 subsets, ranging in size from 63,581 vertices (for length 256 – e.g. 2/2 and 4/4 tunes), down to 115 subsets containing just one vertex. However, 98.7% of vertices are in a subset of size 100 or more and 99.7% are in a subset of size 10 or more.

The small subsets generally result from unusual vector lengths, usually because of errors in the transcriptions (i.e. extra notes or incorrect note lengths) and there was often no close relation between the melodies, meaning that a very high threshold would have to be used to connect that subset. To avoid connecting very different transcriptions, for each segment the edge threshold was somewhat arbitrarily limited to the length of the pitch vector for that segment. In most cases, this upper limit was never needed, but for very small subsets it sometimes meant that no edges were generated at all.

#### 2.2.5 Average degree

Even with segmentation by meter in place the method can still generate huge graphs. However, there is no particular reason that the graph needs to be connected so the idea of trying to build a connected graph (or connected subgraphs, one for each pitch vector length) was abandoned as unpractical. Nevertheless, it is attractive as essentially parameter-free and it does work for small collections of relatively closely related tunes (for example, English morris tunes, where there are many similar variants of the same melody).

For the purposes of representing the entire corpus as a (disconnected) proximity graph, this still leaves the choice of a suitable edge threshold open, but rather than picking a value out of the air, instead a target average degree is chosen for the resulting graph. With this average degree as a user-selected parameter the same bounding and bisection method as above can be used to find the smallest threshold that yields this average degree.

An important observation was that the small number of vertices which have very many similar neighbours generate a relatively large number of edges in the graph. For example a cluster of, say, 100 very similar melodies will form a (near) clique with up to 4,950 edges. This significantly skews the average if it is expressed as the mean degree. However, using the median degree ignores these outlying values and gave much more useful results empirically and so the current implementation uses this measure to calculate the average.

Considerable experimentation has been carried out with a number of average degree values (see Walshaw, 2014, for a full discussion) and the best – i.e. the one which yields local graphs (see below) that are small enough to be useful in search but which are sufficiently rich enough to express similarities visually – seems to be an average (median) degree of 3.
2.2.6 Extracting local graphs

Once suitable parameters have been chosen the graph is built as a series of proximity (sub-)graphs (one for each one for each pitch vector length). Each proximity subgraph is unlikely to be connected and as a result the graph as a whole can be highly disconnected.

One option is to use multilevel force directed graph placement (Walshaw, 2003), to find a layout for the entire graph. This has been tried and yields an interesting, but not necessarily very useful, representation of the corpus.

Instead, to allow exploration of similarities in an interactive online setting, the TuneGraph Builder code extracts a local graph for each non-isolated vertex. One way to do this is simply to extract the vertex, plus all its neighbours plus any edges between them. However, this can lead to clique-like local graphs where edges are hard to discern.

Instead, the local graph is built in layers: the seed (layer 0) is the original vertex for which the local graph is being built, layer 1 is any vertices neighbouring layer 0 and layer 2 is any vertices (not already included) neighbouring layer 1, etc. In order to maximise the clarity of the local graph, it only includes edges between layers and excludes edges between vertices in the same layer.

If the local graphs are just built from layers 0 and 1, each will be star-like, as in Figure 2(a) and Figure 2(b), yielding limited immediate visual information to the user (other than the number of neighbours and the strength of the relationships). Instead the builder code uses layers 0, 1 and 2, e.g. Figure 2(c) to Figure 2(f), to show some of the richness of certain neighbourhoods. Here colours indicate the layers, with layer 0 shown in crimson, layer 2 in light blue, and layer 1 interpolated between the two of them.

Finally, the graph edges are all weighted in inverse proportion to the difference between the two transcriptions that they connect (Walshaw, 2014). Since graph edge weights are indicated in the online tool by their thickness this conveys helpful visual information to the user by showing the more closely related tunes with thicker lines between them (and also affects how the graph is laid out by force directed placement).

2.2.7 Results

It is difficult to say exactly what features are desirable in the final graph, but experience with the local graphs suggests that they should be small enough not to overwhelm the user, but rich enough to convey some useful information. In particular the aim was to limit the maximum local graph size but maximise the average size. Experimentation was carried out with a number of different parameter settings (Walshaw, 2014) and often a small change can make a huge difference – for example, changing the target median degree from 3 to 4 increases the maximum local graph size from 121 to 724. However, the best parameters found were:

- Difference norm: $||.||_2$ – see section 2.2.2
- Segmentation by meter: true – see section 2.2.4
- Edge threshold limit: pitch vector length – see section 2.2.4
- Target average degree: median of 3 – see section 2.2.5

Using these settings results in a large number of isolated vertices, usually because there are no closely related melodies in the corpus or, less commonly, because there are no other transcriptions with the same pitch length. Eliminating these isolated vertices gave a final graph of 111,230 vertices in 31,784 connected subsets (many with as few as 2 vertices). The graph contains 250,182 edges, with a maximum degree of 68 and a minimum degree of 1, but is very sparse since the average degree is only 4.5. From this 111,230 local graphs were produced with an average size of 6.1 vertices. The maximum size was 121 vertices and 468 edges. Whilst the largest local graphs can be difficult to visualise well, a random sample of the rest are of a size and complexity which both helps explore similarities without overwhelming the user.

Figure 2 shows some interesting examples: Here (a) and (b) come from local clique-like graphs with no immediate neighbours (recall that edges between vertices in the same layer are not included in the local graph so not all edges of the clique are shown). The tree shown in (c) indicates a number of tunes which are related but probably not immediate relations of each other. The graphs in (d) and (e) are similar to (b) only with some outlying tunes related to those in the clique. Finally the graph in (f) shows a tune on the edge of a tightly coupled clique.
2.2.8 TuneGraph Viewer

Although only in prototype version, TuneGraph Viewer contains a number of interactive features. The local graph is displayed on a webpage alongside the tune it corresponds to. It is visualised as a dynamic layout using D3.js (Bostock, 2012), a JavaScript library for manipulating documents based on data, and employing the inbuilt force-directed placement features.

It provides the following user interface:

- The graph vertices find their own natural position dynamically via force directed placement and vertices can be dragged to rearrange the layout (other vertices then relocate accordingly).
- Vertex colour indicates the relationship to the root vertex.
- Edge thickness indicates visually how closely related two vertices are (i.e. how similar their corresponding tunes are).
- Moving the mouse over a vertex reveals its name and displays the associated melody.
- Double clicking on a vertex (other than the root vertex) takes the user to the corresponding page (with its own tune graph).

Figure 3 shows an example webpage corresponding to the tune Black Jack (a well-known English tune). The tune is displayed on the left (the abc notation would appear underneath) and the local tune graph is shown on the right. If the user moves their mouse over one of the graph vertices, the tune associated with that vertex appears below.

3. STATISTICAL ANALYSIS

This section presents a brief and straightforward statistical analysis of the current abc music corpus (May 2014) based on those tunes found online by the abc search engine. It does not, of course, cover unpublished collections and so there are no real means to estimate what proportion of the abc corpus it represents.

Broadly speaking the analysis is qualitatively similar regardless of which method is used for eliminating duplicates. As a single example, neglecting the 171,203 electronic duplicates, 29.8% of the remaining melodies are transcribed in 4/4. With 222,241 musical duplicates removed this figure is 30.3% and respectively comes out at 30.7% and 32.4% when the 232,528 melodic or 281,552 incipit duplicates are removed.

To avoid filling the paper with statistics the rest of this section therefore concentrates on just one category of duplicates. In fact, incipit duplicates may not be duplicates at all – they may just have the same first four bars, so all of the following figures analyse the 167,632 distinct melodies remaining when the 232,528 melodic duplicates are removed from the corpus.

First note that, although abc is primarily used for monophonic tunes, of these 167,632 melodies, 6,480 (3.9%) are polyphonic and 12,574 (7.5%) are songs (i.e. with lyrics included in the abc transcription).

The tables below show an analysis of the corpus segmented by meter, rhythm (i.e. tune type), and in particular the key (a very expressive field in abc which allows the specification by mode).

It was also intended to include a table showing the corpus segmented by origin. However, this proved problematic for a number of reasons, specifically:

- The abc header field to specify origin (O:) allows free text and hence a wide variation in attribution and even spelling.
- The origin header field is not widely used and only 26.2% of tunes in the corpus make use of it.
- One particularly large collection (a compilation of other collections) has the default origin set to “England”, when many of the tunes are clearly identifiable as Irish or Scottish – this significantly distorts the results.

Nevertheless, the origin analysis does indicate significant diversity, with substantial contributions (i.e. more than 1,000 transcriptions) from, in alphabetical order, China, England, France, Germany, Ireland, Scotland, Sweden & Turkey.

For each of the three tables that are included, key signature, meter and rhythm, the table shows all values with a count of 100 or more; any values with fewer than 100 instances are aggregated at the bottom.

3.1 Key signature

Table 2 shows the corpus segmented by key signature. In abc, the key field is very expressive and allows the use of modes and even arbitrary accidentals, i.e. specified in the key signature and applied to all notes in the tune (unless overridden by another accidental applied to the individual note or notes in that bar).

There is even an option for the Great Highland Bagpipe (written K:HP in abc notation) where, by convention, tunes are usually played in Bb mixolydian but written in A mixolydian with no key signature (i.e. the C# and F#
are assumed but not written on the score). This is a throwback to the early days of abc and might now be better handled with an “omit-key-signature” output flag. Nonetheless, there are 2,326 transcriptions of this type.

Of more interest is the use of modes, the most common being A dorian with 3,638 transcriptions. In fact a survey of the entire range of key signatures (including aggregated values at the bottom of the table) shows that dorian is used for 9,008 transcriptions (5.4% of the corpus), mixolydian for 4,772 (2.9%), phrygian for 418 (0.3%), lydian for 85 (0.1%), aeolian for 84 (0.1%), ionian for 6 (0.0%) and locrian for 4 (0.0%). In addition, 19,596 of transcriptions (11.69%) are specified as being in a minor key.

<table>
<thead>
<tr>
<th>Key signature</th>
<th>Count</th>
<th>Percentage</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>G</td>
<td>45,561</td>
<td>27.18%</td>
<td>27.18%</td>
</tr>
<tr>
<td>D</td>
<td>37,834</td>
<td>22.57%</td>
<td>49.75%</td>
</tr>
<tr>
<td>C</td>
<td>14,583</td>
<td>8.70%</td>
<td>58.45%</td>
</tr>
<tr>
<td>A</td>
<td>12,132</td>
<td>7.24%</td>
<td>65.69%</td>
</tr>
<tr>
<td>F</td>
<td>9,784</td>
<td>5.84%</td>
<td>71.52%</td>
</tr>
<tr>
<td>E minor</td>
<td>5,017</td>
<td>2.99%</td>
<td>74.52%</td>
</tr>
<tr>
<td>A minor</td>
<td>5,005</td>
<td>2.99%</td>
<td>77.50%</td>
</tr>
<tr>
<td>Bb</td>
<td>4,613</td>
<td>2.75%</td>
<td>80.25%</td>
</tr>
<tr>
<td>D minor</td>
<td>3,708</td>
<td>2.21%</td>
<td>82.46%</td>
</tr>
<tr>
<td>A dorian</td>
<td>3,638</td>
<td>2.17%</td>
<td>84.63%</td>
</tr>
<tr>
<td>G minor</td>
<td>2,995</td>
<td>1.79%</td>
<td>86.42%</td>
</tr>
<tr>
<td>E dorian</td>
<td>2,478</td>
<td>1.48%</td>
<td>87.90%</td>
</tr>
<tr>
<td>Great Highland Bagpipe</td>
<td>2,326</td>
<td>1.39%</td>
<td>89.29%</td>
</tr>
<tr>
<td>A mixolydian</td>
<td>1,957</td>
<td>1.17%</td>
<td>90.45%</td>
</tr>
<tr>
<td>B minor</td>
<td>1,945</td>
<td>1.16%</td>
<td>91.61%</td>
</tr>
<tr>
<td>none</td>
<td>1,798</td>
<td>1.07%</td>
<td>92.69%</td>
</tr>
<tr>
<td>D mixolydian</td>
<td>1,768</td>
<td>1.05%</td>
<td>93.74%</td>
</tr>
<tr>
<td>Eb</td>
<td>1,461</td>
<td>0.87%</td>
<td>94.61%</td>
</tr>
<tr>
<td>D dorian</td>
<td>1,172</td>
<td>0.70%</td>
<td>95.31%</td>
</tr>
<tr>
<td>E</td>
<td>1,115</td>
<td>0.67%</td>
<td>95.98%</td>
</tr>
<tr>
<td>G dorian</td>
<td>1,087</td>
<td>0.64%</td>
<td>96.61%</td>
</tr>
<tr>
<td>other</td>
<td>997</td>
<td>0.59%</td>
<td>97.21%</td>
</tr>
<tr>
<td>G mixolydian</td>
<td>593</td>
<td>0.35%</td>
<td>97.56%</td>
</tr>
<tr>
<td>C minor</td>
<td>561</td>
<td>0.33%</td>
<td>97.90%</td>
</tr>
<tr>
<td>Ab</td>
<td>286</td>
<td>0.17%</td>
<td>98.07%</td>
</tr>
<tr>
<td>C dorian</td>
<td>269</td>
<td>0.16%</td>
<td>98.23%</td>
</tr>
<tr>
<td>C mixolydian</td>
<td>240</td>
<td>0.14%</td>
<td>98.37%</td>
</tr>
<tr>
<td>B dorian</td>
<td>177</td>
<td>0.11%</td>
<td>98.48%</td>
</tr>
<tr>
<td>F minor</td>
<td>127</td>
<td>0.08%</td>
<td>98.55%</td>
</tr>
<tr>
<td>F# minor</td>
<td>127</td>
<td>0.08%</td>
<td>98.63%</td>
</tr>
<tr>
<td>E phrygian</td>
<td>117</td>
<td>0.07%</td>
<td>98.70%</td>
</tr>
<tr>
<td>other keys</td>
<td>2,181</td>
<td>1.30%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 2. A breakdown of the corpus by key.

### 3.2 Meter

Table 3 shows the corpus segmented by meter. It is noticeable that much of the corpus is represented by meters common in Western European / North American folk music but there are significantly fewer of the more complex meters such as 7/8, 11/8, 15/8, etc., often found in Eastern Europe (9/8 is well represented but also includes slip jigs, commonly found in the British Isles).

<table>
<thead>
<tr>
<th>Meter</th>
<th>Count</th>
<th>Percentage</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>4/4</td>
<td>51,493</td>
<td>30.72%</td>
<td>30.72%</td>
</tr>
<tr>
<td>6/8</td>
<td>34,840</td>
<td>20.78%</td>
<td>51.50%</td>
</tr>
<tr>
<td>2/4</td>
<td>22,378</td>
<td>13.35%</td>
<td>64.85%</td>
</tr>
<tr>
<td>2/2</td>
<td>19,764</td>
<td>11.79%</td>
<td>76.64%</td>
</tr>
<tr>
<td>3/4</td>
<td>19,614</td>
<td>11.70%</td>
<td>88.34%</td>
</tr>
<tr>
<td>free</td>
<td>6,006</td>
<td>3.58%</td>
<td>91.92%</td>
</tr>
<tr>
<td>9/8</td>
<td>3,679</td>
<td>2.19%</td>
<td>94.12%</td>
</tr>
<tr>
<td>3/8</td>
<td>2,166</td>
<td>1.29%</td>
<td>95.41%</td>
</tr>
<tr>
<td>6/4</td>
<td>1,868</td>
<td>1.11%</td>
<td>96.53%</td>
</tr>
<tr>
<td>12/8</td>
<td>1,425</td>
<td>0.85%</td>
<td>97.38%</td>
</tr>
<tr>
<td>3/2</td>
<td>1,411</td>
<td>0.84%</td>
<td>98.22%</td>
</tr>
<tr>
<td>4/2</td>
<td>409</td>
<td>0.24%</td>
<td>98.46%</td>
</tr>
<tr>
<td>7/8</td>
<td>371</td>
<td>0.22%</td>
<td>98.68%</td>
</tr>
<tr>
<td>8/8</td>
<td>317</td>
<td>0.19%</td>
<td>98.87%</td>
</tr>
<tr>
<td>9/4</td>
<td>302</td>
<td>0.18%</td>
<td>99.05%</td>
</tr>
<tr>
<td>10/8</td>
<td>293</td>
<td>0.17%</td>
<td>99.22%</td>
</tr>
<tr>
<td>5/4</td>
<td>122</td>
<td>0.07%</td>
<td>99.30%</td>
</tr>
<tr>
<td>5/8</td>
<td>113</td>
<td>0.07%</td>
<td>99.37%</td>
</tr>
<tr>
<td>[other meters]</td>
<td>1,061</td>
<td>0.63%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 3. A breakdown of the corpus by meter.

### 3.3 Rhythm

Table 4 shows the corpus segmented by rhythm (tune type). Unlike key signature and meter this is not a compulsory or assumed field (i.e. if no meter is specified, common time is assumed) and as result not all transcriptions have a rhythm indicated; nonetheless, 104,792 (62.5%) of them do.

Of interest in this table are the rhythms that indicate a specific origin. Reels, jigs and hornpipes are found widely in music from the British Isles and North America and the waltz, polka and schottische even more widely in Western European music. However, the strathspey indicates a Scottish origin – anecdotally there may be so many because of the large number of 19th Century tune-books being transcribed into abc.

The polska and slängpolska indicate a Nordic origin, mostly likely Swedish, but found in other countries too and many come from a thriving wiki-based website, www.folkmusic.se.
<table>
<thead>
<tr>
<th>Rhythm</th>
<th>Count</th>
<th>Percentage</th>
<th>Cumulative</th>
</tr>
</thead>
<tbody>
<tr>
<td>no rhythm specified</td>
<td>62,840</td>
<td>37.49%</td>
<td>37.49%</td>
</tr>
<tr>
<td>reel</td>
<td>27,881</td>
<td>16.63%</td>
<td>54.12%</td>
</tr>
<tr>
<td>jig</td>
<td>20,353</td>
<td>12.14%</td>
<td>66.26%</td>
</tr>
<tr>
<td>hornpipe</td>
<td>6,943</td>
<td>4.14%</td>
<td>70.40%</td>
</tr>
<tr>
<td>waltz</td>
<td>4,636</td>
<td>2.77%</td>
<td>73.17%</td>
</tr>
<tr>
<td>strathspey</td>
<td>4,227</td>
<td>2.52%</td>
<td>75.69%</td>
</tr>
<tr>
<td>air</td>
<td>3,923</td>
<td>2.34%</td>
<td>78.03%</td>
</tr>
<tr>
<td>polka</td>
<td>3,863</td>
<td>2.30%</td>
<td>80.33%</td>
</tr>
<tr>
<td>march</td>
<td>2,343</td>
<td>1.40%</td>
<td>81.73%</td>
</tr>
<tr>
<td>slip jig</td>
<td>2,085</td>
<td>1.24%</td>
<td>82.98%</td>
</tr>
<tr>
<td>song</td>
<td>1,878</td>
<td>1.12%</td>
<td>84.10%</td>
</tr>
<tr>
<td>polska</td>
<td>1,663</td>
<td>0.99%</td>
<td>85.09%</td>
</tr>
<tr>
<td>barndance</td>
<td>1,181</td>
<td>0.70%</td>
<td>85.79%</td>
</tr>
<tr>
<td>country dance</td>
<td>1,126</td>
<td>0.67%</td>
<td>86.46%</td>
</tr>
<tr>
<td>slide</td>
<td>1,110</td>
<td>0.66%</td>
<td>87.13%</td>
</tr>
<tr>
<td>slängpolska</td>
<td>787</td>
<td>0.47%</td>
<td>87.60%</td>
</tr>
<tr>
<td>double jig</td>
<td>772</td>
<td>0.46%</td>
<td>88.06%</td>
</tr>
<tr>
<td>mazurka</td>
<td>581</td>
<td>0.35%</td>
<td>88.40%</td>
</tr>
<tr>
<td>dance</td>
<td>498</td>
<td>0.30%</td>
<td>88.70%</td>
</tr>
<tr>
<td>schottische</td>
<td>433</td>
<td>0.26%</td>
<td>88.96%</td>
</tr>
<tr>
<td>bourrée</td>
<td>386</td>
<td>0.23%</td>
<td>89.19%</td>
</tr>
<tr>
<td>triple hornpipe</td>
<td>379</td>
<td>0.23%</td>
<td>89.41%</td>
</tr>
<tr>
<td>quadrille</td>
<td>359</td>
<td>0.21%</td>
<td>89.63%</td>
</tr>
<tr>
<td>xiraldilla</td>
<td>247</td>
<td>0.15%</td>
<td>89.78%</td>
</tr>
<tr>
<td>minuet</td>
<td>221</td>
<td>0.13%</td>
<td>89.91%</td>
</tr>
<tr>
<td>miscellaneous</td>
<td>200</td>
<td>0.12%</td>
<td>90.03%</td>
</tr>
<tr>
<td>schottis</td>
<td>170</td>
<td>0.10%</td>
<td>90.13%</td>
</tr>
<tr>
<td>zwiefacher</td>
<td>135</td>
<td>0.08%</td>
<td>90.21%</td>
</tr>
<tr>
<td>single jig</td>
<td>123</td>
<td>0.07%</td>
<td>90.28%</td>
</tr>
<tr>
<td>other</td>
<td>108</td>
<td>0.06%</td>
<td>90.35%</td>
</tr>
<tr>
<td>set dance</td>
<td>106</td>
<td>0.06%</td>
<td>90.41%</td>
</tr>
<tr>
<td>[other rhythms]</td>
<td>16,075</td>
<td>9.59%</td>
<td>100.00%</td>
</tr>
</tbody>
</table>

Table 4. A breakdown of the corpus by rhythm.

4. CONCLUSION

This paper has presented a straightforward statistical analysis of the abc music notation corpus. The corpus contains around 435,000 transcriptions of which just over 400,000 are folk and traditional music. There is significant duplication within the corpus and so a large part of the paper has discussed methods to assess the level of duplication. This has indicated a headline figure of over 165,000 distinct folk and traditional melodies. Much of the corpus seems to come from Western European and North American traditions, but there is a wide diversity included.

The paper has also described TuneGraph, an online interactive user interface for exploring tune variants, based on building a proximity graph of the underlying melodies. Although currently only in prototype form the intention is to deploy it on two sites with which the author is involved, abconotation.com and the Full English Digital Archive at the Vaughan Williams Memorial Library (EDFSS, 2013).

4.1 Future work

The main focus for future work is to enhance the capabilities of TuneGraph. In particular it is intended to explore some of the wide range of similarity measures that are available as a means to build the proximity graph. As was indicated in section 2.2.2 there may be other, more advanced similarity measures, or combinations of similarity measures, that would work better than the 2-norm of the difference between pitch vectors.
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1. ABSTRACT

One of the basic needs for computational studies of traditional music is the availability of free datasets. This study presents a large machine-readable dataset of Turkish makam music scores segmented into phrases by experts of this music. The segmentation facilitates computational research on melodic similarity between phrases, and relation between melodic phrasing and meter, rarely studied topics due to unavailability of data resources.

2. INTRODUCTION

One of the rarely studied topics for Turkish makam music (TMM) is the structure inherent in its melodies. Indeed, as shown by Öztürk (2011), a large part of makam literature emphasizes the importance of “melody”. Yet, computational studies dedicated to analysis of melody for TMM are mainly limited to n-gram and pitch class distribution based studies such as (Yener, 2004, Ünal et al, 2014). Such studies are agnostic to the structures of melodies, and focus on purely on observed intervals.

To fill this gap, we decided to collect a database of manually segmented melodic phrases. In the literature on Turkish makam music (e.g. (Kılıncarslan, 2006, Eroy, 2010, Gönül, 2010)), melodic analysis of a piece mainly involves the melodic phrase segmentation on scores followed by the labeling of the phrases with (tri-tetra-penta) chords used (which does not need to be one-to-one) and a further study of the functions within the makam. Our database contains melodic phrase boundaries and for a limited portion also the chord labels.

While such melodic analysis practice is part of the conservatory education today, in the TMM musicology literature, we do not find any explicitly formalized methodology for it. Hence, for the segmentation process, we preferred to give no specific instructions to the experts and asked them to perform the task as they would do it for makam melodic analysis.

In the following sections we explain the design and the content of the database. In addition, we discuss potential computational studies that can make use of this data.

3. DATABASE DESIGN

The dataset is designed to contain pieces of the Turkish makam repertoire:

i) Composed in the most commonly used makams (Çevikoglu, 2007): Acemaşiran, Beyati, Buselik, Hicaz, Hicazkar, Hüseyni, Hüzzam, Kürdilicazkar, Mahur, Muhayyer, Neva, Nihavent, Rast, Saba, Segah and Uşşak,

ii) With a uniform distribution in time, from 17th century to today, dividing four main periods,

iii) From well-known composers such as Itri, Dede Efendi, Hacı Arif Bey and Sadettin Kaynak.

<table>
<thead>
<tr>
<th>Nr.</th>
<th>Period</th>
<th>Composer</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>(…-1750)</td>
<td>Itri</td>
</tr>
<tr>
<td>II</td>
<td>(1750-1850)</td>
<td>Dede Efendi</td>
</tr>
<tr>
<td>III</td>
<td>(1850-1930)</td>
<td>Hacı Arif Bey</td>
</tr>
<tr>
<td>IV</td>
<td>(1930-…)</td>
<td>Sadettin Kaynak</td>
</tr>
</tbody>
</table>

Overall, a set of 480 pieces was collected consisting of 30 pieces for each of the 16 distinct makams by rewriting the pieces using Mus2 microtonal notation software (http://www.mus2.com.tr/) in the Arel notation (Arel, 1968) and further converting this data to the machine readable text format of SymbTr (Karaosmanolu, 2012). Three experts were asked to mark the phrase boundaries and çeşni/geçki modulations on printed scores, as they would do it for the makam melodic analysis. One of the experts completed the task and the other two could label only half of the scores. So each piece was labeled by at least one expert. Their segmentations of phrase boundaries and çeşni/geçki modulations were manually exported to the machine-readable format using a custom-designed interface. Table I summarizes the size of the data.

<table>
<thead>
<tr>
<th></th>
<th>Number of pieces</th>
<th>Number of phrases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert 1</td>
<td>488</td>
<td>20 293</td>
</tr>
<tr>
<td>Expert 2</td>
<td>200</td>
<td>4 312</td>
</tr>
<tr>
<td>Expert 3</td>
<td>201</td>
<td>6 757</td>
</tr>
<tr>
<td>Total</td>
<td>889</td>
<td>31 362</td>
</tr>
</tbody>
</table>

Table 1. Size of the database
In Figure 1 and Table II we present a short example from the dataset. Machine readable files are in SymbTr format and basically contain pitch (columns 2 – 5), duration (columns 6 – 8, 12) and lyric (column 11) information for each note in a piece. It also includes microtonal pitch information which is an important feature for TMM. For this specific study, segmentation and çeşni/geçki information are added as separate lines (colored in Table II). So in the new format, each line contains information for a note or segmentation. This format is very similar to SymbTr and hence basic s of the format is not explained in detail. New features are:

New codes (first column) are added to specify the type of segmentation: 53 for phrase boundary, 54 for the start of a geçki/çeşni label (the type of çeşni is specified in the lyrics column), 55 pointing the end of a geçki/çeşni label.

The dataset is shared along with Matlab code for importing the data into the standard format used by MIDI Toolbox (Eerola & Toiviainen, 2004) (while keeping the microtonal pitch information) so that melodic analysis tools available in the Toolbox can be easily used on the data. In addition to the symbolic data in text file format and computer codes, scanned images of the scores with manual segmentations are also shared.

The database can be accessed on:
http://akademik.bahcesehir.edu.tr/~bbozkurt/112E162_en.html
or
http://www.rhythmos.org/shareddata/turkishphrases.html

In order to check for the degree of mutual agreement between the annotations, we conducted a comparison of the data obtained from the three experts. In Table III, we present F-measures obtained as a measure of match between each set of annotations. The first and the third expert agree on boundaries with an F-measure of 0.78. The second expert preferred comparatively longer phrases hence the corresponding F-measures are lower. As we discuss in the next section, there is a high agreement across the annotations conducted by the three experts considering phrase boundary choices with respect to makam pitches and usul beats.

### Table III. Measure of consistency between 3 experts

<table>
<thead>
<tr>
<th></th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expert 1 vs 2</td>
<td>0.46</td>
<td>0.80</td>
<td>0.57</td>
</tr>
<tr>
<td>Expert 1 vs 3</td>
<td>0.74</td>
<td>0.85</td>
<td>0.78</td>
</tr>
<tr>
<td>Expert 2 vs 3</td>
<td>0.86</td>
<td>0.37</td>
<td>0.51</td>
</tr>
</tbody>
</table>
4. COMPUTATIONAL STUDIES

This dataset has been recently used in two computational studies: a study on automatic melodic segmentation (Bozkurt et al., 2014) and a study on characterization of segmented phrases (Bozkurt & Karaca, 2014). Below, we discuss parts of these studies and other observations on the data, in order to indicate potential research problems where the database can be of use.

4.1 Relation between phrase and meter

While the tonal content of Turkish makam music is guided by the modal framework of the makam, the metrical structure is implied by the usul. An usul is a rhythmic pattern that contains a series of strokes. While the length of such a pattern can be interpreted as defining the time signature of a piece, the locations of the strokes within the usul give further guidance for the rhythmic elaboration of a piece. As we showed by analyzing a large corpus of machine-readable notations of Turkish makam music (Holzapfel, 2014), note onsets and note durations tend to be related to the positions of the strokes in an usul. However, it is also evident from the results in (Holzapfel, 2014) that the metrical structure implied by onsets and durations is less clearly stratified than for Eurogenetic popular or classical music. This means, that given only the positions and durations of individual notes, we will necessarily do worse in tracking the temporal structure in Turkish music than in beat tracking of Eurogenetic popular music. In the oral tradition of Turkish makam music, the learning/memorization of pieces involves first learning and internalizing the usul pattern and then further memorizing the melodies in relation to the usul pattern (Behar, 1998). While we did not find any theoretical study discussing the link between the phrase boundaries and rhythmic cycles, our private communication with makam music experts revealed that melodic boundaries and usul cycles are strongly correlated.

A preliminary study on phrase and meter is carried out to compare phrase boundary positions with note onset positions for the Aksak usul. The Aksak usul is notated using a 9/8 time signature (Figure 2), and the stroke positions and accents of the usul are indicated by dotted lines in Figure 3a. The bold bars indicate the probability to encounter a phrase onset at the denoted location. It can be seen that the existence of a phrase boundary is a very strong indicator of the downbeat (i.e. the beginning of a measure), since it has a probability of almost 0.35, much higher than for the other locations. This result is consistent for all frequent short usul, with one remarkable exception. This exception is given by the Ağıraksak, an usul that is formally the same as the Aksak, but that is related to a slower tempo than Aksak and is usually notated as 9/4. The example in Figure 3b shows that the phrasing in Ağıraksak deviates widely from Aksak, even though the usul strokes are theoretically the same.

Some of the research questions that raise immediately after these observations are: how can we explain the peculiarities of phrasing in the Aksak family? How can long usuls (of length 28 and 32) be subdivided into groups according to the annotated melodic phrasing? How this phrasing relates with the rhythmic structure encountered in the stroke sequences of these long usul? Is it possible to include phrasing in a model structure and phrase length as a constraint for tempo and beat tracking? Using the data presented in this paper, we can investigate in how far phrase information has the potential to improve automatic tempo/beat tracking on Turkish music. In our current research we develop generative models for this task, which combine assumptions about tempo development and rhythmic structure into a high-dimensional state-space. We aim at enhancing this model by including phrase information as a further high-level layer.

4.2 Phrase boundary distributions with respect to makam pitches

In (Bozkurt et al., 2014), a data-driven approach for automatic melodic phrase segmentation is proposed where the problem of segmentation is considered as a classification problem; each note is classified to be at a phrase boundary or not based on features computed from...
the data. The feature vector computed for each note in the melody contains values of decision functions used in four state-of-the-art melodic segmentation techniques together with two novel features. The novel features are derived from probabilities of a note to appear at the boundary based on the makam and the usul of the piece. The probabilities are obtained from phrase boundary distributions computed for makam pitches and usul beats. The tests show that these new features carry complementary information to features from the literature and their inclusion in the feature vector results in a statistically significant improvement for the automatic segmentation task.

Our proposal of such features is motivated by the observation on our phrase annotated dataset that phrase boundaries are strongly correlated with the hierarchy of makam pitches and usul beats. In Figure 4, we present the phrase boundary features (computed as the scaled version of makam distributions) computed with respect to Hicaz makam pitches for the three annotators.

The first observation is that the distributions obtained from different annotators are very similar, indicating that all experts made similar choices with respect to these parameters. It is interesting to observe that this consistency holds to a very large extent for the three annotators for all makams and usuls. These distributions (both plots and data as Matlab file) are shared together with the database.

We observe that for makam Hicaz, the *karar* (tonic) pitch (A4, MIDI No: 69.06) appears as the most frequent phrase boundary (ending note). The second most frequent phrase boundary note is the *güçlü* (D5, MIDI No: 74.04). Similar observations hold for the rest of the makams in terms of hierarchies of scale degrees and frequent phrase ending notes. This supports the claims of Ayari (2005) that the hierarchy of makam pitches and phrase boundaries are related.

The interrelations between the metrical structure and grouping have been previously discussed by Lerdahl & Jackendoff (1983) and taken into consideration by Temperley (2001) for automatic melodic segmentation. While the link between phrase boundaries and hierarchies of makam pitch and usul beats is used in a data-driven approach effectively for an automatic task, the underlying phenomenon between phrasing and rhythmic cycle and pitch hierarchies is yet to be explored with a musicological perspective. Our database includes content in 16 makams and 10 usuls, which provides a large diversity for a systematic study of the interrelations between meter and melodic phrasing in Turkish music.

### 4.3 Phrase boundaries and personal style

We have carried out preliminary studies of relations between phrase boundaries and makam pitches on subsets of the database. Our observations suggest that the phrase boundary distributions, grouped with respect to composer and makam, provide important clues to understanding the makam concept and compositional choices of phrasing. Here, we present one simple example on makam Segah.

Comparing phrase distributions with respect to
makam pitches for several subsets containing only compositions from a specific composer, we observe that distributions for compositions of Sadettin Kaynak stand out to be specifically different. In Figures 5 and 6, we present distributions for all Segah pieces and those of Sadetting Kaynak in the first data set.

The peculiarity of the subset including only Sadettin Kaynak’s Segah pieces is the existence of many phrase boundaries on E5b pitch (in addition to the expected frequent boundaries on segah pitch B4 (the tonic) and on neva pitch D5 (the dominant)), which is not observed for other composers’ data. The hierarchy of pitches can theoretically identify a makam but then these characteristic elements can be deliberately ignored by some composers like Sadettin Kaynak, a reformist composer.
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ABSTRACT

In this paper we evaluate the impact of including knowledge about scale material into a system for the transcription of Turkish makam music. To this end, we extend our previously presented approach by a refinement iteration that gives preference to note values present in the scale of the mode (i.e. makam). The information about the scalar material is provided in form of pitch class profiles, and they are imposed in form of a Dirichlet prior to our expanded probabilistic latent component analysis (PLCA) transcription system. While the inclusion of such a prior was supposed to focus the transcription system on musically meaningful areas, the obtained results are significantly improved only for recordings of certain instruments. In our discussion we demonstrate the quality of the obtained transcriptions, and discuss the difficulties caused for evaluation in the context of microtonal music.

1. INTRODUCTION

The derivation of a suitable notation for a music performance is an topic that has been discussed with many different goals and forms of music in mind. In ethnomusicology, the process of this derivation is referred to as transcription. Throughout the decades of the twentieth century, it was attempted to find extensions to the normal staff notation in order to capture micro-tonal information as well as other aspects related to rhythm and timbre that are hard to capture in usual staff notation (Abraham & von Hornbostel, 1994). A prominent point in the discussion about transcription was a symposium on transcription and analysis in 1963 (England, 1964), in which several experts conducted transcriptions of a Bushman song, with the output giving an interesting example of how transcriptions differ depending on personal interpretation and focus of analysis.

While at least Anglo-American ethnomusicology since then has taken a turn towards anthropology, the importance of deriving an adequate graphical representation for music remains an important task in many contexts. For instance, in many cultures notations are used in order to support the memorization of music, such as for Turkish makam music or for Eurogenetic classical music. In these contexts, a notation is a culturally conventional tool in order to compose and teach music and to facilitate performances. Apart from the immediate practical value, notations can also enable for a more focused analysis of musical aspects. Typically, when using a form of notation that is similar to Eurogenetic staff notation, the aspect that is most adequately represented is melody. Therefore, a notation is a useful tool to arrive, for instance, at an understanding of melodic phrases present in a repertoire, of the scale material that they use, and typical modulations between tonal modes.

Automatic music transcription, then, is the process of automatically converting some music signal into a form of notation. It is one of the pivotal areas of research in the field of Music Information Retrieval (MIR), where the difficulty of the task prevails after decades of research especially for the transcription of ensemble recordings (Klapuri & Davy, 2006). The results of an automatic transcription system can be improved by including the knowledge of the tonal material present in the recording, as it was demonstrated by Benetos et al. (2014) for Eurogenetic music. In the present paper, we will transfer these results to the context of Turkish makam music. This is facilitated by formulating the transcription as a probabilistic model, in which pitch class profiles can be included to enforce tonal structure assumed to be present in the piece which is to be transcribed. We apply a large set of pitch class profiles derived by Bozkurt (2008) from a large set of instrumental recordings. This way, we will continue our research on transcription of Makam music, which will hopefully help to shed light on the challenges of the AMT task for musics not part of Eurogenetic classical or popular music, which were at the focus of most MIR research so far.

In our paper we will start with a summary of the notation conventionally used in Turkish makam music practice, and the specific challenges for an AMT system when targeting such a transcription. We will then give a detailed description of our transcription system in Section 3. In Section 4, we describe the music collection which we aim to transcribe using our system, and we will conduct a quantitative evaluation of our system. We will then give some qualitative examples for the transcriptions, clarifying the shortcomings and the potentials of the method in Section 5. Finally, we will summarize our findings and give some overview of potential future research directions in Section 6.

2. CHALLENGES AND MOTIVATIONS

In our previous work we gave a detailed outline of the challenges related to the computational analysis of Turkish makam music (Bozkurt et al., 2014), and addressed challenges specific to automatic music transcription in Benetos & Holzapfel (2013). We will shortly summarize the most important musical aspects, that make a transcription system for Turkish makam music a challenging target for research.
First, Turkish music performance could be described as having a concept of relative pitch, which means that the frequency value of the tonic (karar) of a piece can vary depending on the choice of the performer(s). That means for a given performance, the pitch value of the tonic has to be determined either manually or using computational analysis in order to arrive at a valid notational representation of the piece.

Furthermore, once performers agree on a certain pitch for the tonic, certain instruments typically play the main melody in the distance of an octave due to their pitch range. This is the case for instance for the tanbur and ney instruments, which represent an often encountered combination in this music practice. Typically, melodies allow for a certain degree of freedom, resulting in a music practice that demands for the application of certain ornamentations that are supposed to give life and color to an interpretation. Especially in ensemble performances such ornamentations lead to deviations between the melodies played by the individual instruments, which results in an increased difficulty for a transcription.

Finally, the conventional notation system for Turkish makam music applies Eurogenetic staff notation with additional accidentals that signify certain micro-tonal intervals. In the present publication we will evaluate, if the accuracy of our system can be further improved by including micro-tonal intervals. The inclusion of scale information was shown to improve AMT performance for Eurogenetic music Benetos et al. (2014), but it is an open question if this holds for Turkish makam music; There is a significant dissent between the tonic, certain instruments typically play the main melody for a transcription.

First, Turkish music performance could be described as having a concept of relative pitch, which means that the frequency value of the tonic (karar) of a piece can vary depending on the choice of the performer(s). That means for a given performance, the pitch value of the tonic has to be determined either manually or using computational analysis in order to arrive at a valid notational representation of the piece.

Furthermore, once performers agree on a certain pitch for the tonic, certain instruments typically play the main melody in the distance of an octave due to their pitch range. This is the case for instance for the tanbur and ney instruments, which represent an often encountered combination in this music practice. Typically, melodies allow for a certain degree of freedom, resulting in a music practice that demands for the application of certain ornamentations that are supposed to give life and color to an interpretation. Especially in ensemble performances such ornamentations lead to deviations between the melodies played by the individual instruments, which results in an increased difficulty for a transcription.

Finally, the conventional notation system for Turkish makam music applies Eurogenetic staff notation with additional accidentals that signify certain micro-tonal intervals. In the present publication we will evaluate, if the accuracy of our system can be further improved by including micro-tonal intervals. The inclusion of scale information was shown to improve AMT performance for Eurogenetic music Benetos et al. (2014), but it is an open question if this holds for Turkish makam music; There is a significant dissent between the tonic, certain instruments typically play the main melody for a transcription.

3. PROPOSED SYSTEM

The proposed transcription system takes as input a recording and information about the makam. Multi-pitch detection is performed using the efficient transcription system that was proposed in Benetos et al. (2013), modified for using ney and tanbur templates. Note tracking is performed as a post-processing step, followed by tonic detection. Given the tonic, the piece is then re-transcribed, using information from makam pitch profiles and the detected tonic. The final transcription output is a list of note events in cent scale centered around the tonic. A diagram of the proposed transcription system can be seen in Fig. 1.

3.1 Pitch Template Extraction

We use pitch templates extracted from 3 solo ney and 4 solo tanbur recordings, originally created in Benetos & Holzapfel (2013). The templates were extracted using probabilistic latent component analysis (PLCA) Smaragdis et al. (2006) with one component. The time/frequency representation used is the constant-Q transform (CQT) with a spectral resolution of 60 bins/octave, with 27.5Hz as the lowest bin (Schörkhuber & Klapuri, 2010). The range (in MIDI scale) for ney is 60-88 and the range for tanbur is 39-72.

3.2 Transcription Model

The proposed transcription model expands the probabilistic latent component analysis (PLCA) method, by supporting the use of multiple pre-extracted spectral templates per pitch and instrument, that are also pre-shifted across log-frequency for supporting frequency and tuning deviations; the latter is particularly useful for performing transcribing micro-tonal music. The model takes as input a log-frequency spectrogram $V_{\omega,t}$ ($\omega$ is the log-frequency index and $t$ the time index) and approximates it as a bivariate distribution $P(\omega, t)$, which in turn is decomposed as:

$$P(\omega, t) = P(t) \sum_{p, f} P(\omega | s, p, f) P_t(f | p) P_t(s | p) P_t(p)$$

where $P(\omega | s, p, f)$ are the pre-extracted spectral templates for pitch $p$, instrument $s$, which are also pre-shifted across log-frequency according to parameter $f$. $P_t(f | p)$ is the time-varying log-frequency shift per pitch, $P_t(s | p)$ is the time-varying instrument contribution per pitch, and $P_t(p)$ the pitch activation over time (i.e. the transcription).

Since the log-frequency representation has a resolution of 60 bins/octave, and $f$ is constrained to one semitone range, $f$ has a length of 5. The unknown parameters of the model, $P_t(f | p)$, $P_t(s | p)$, and $P_t(p)$, can be iteratively estimated using the Expectation-Maximization algorithm of Dempster et al. (1977), with 30 iterations being sufficient for convergence. The spectral templates $P(\omega | s, p, f)$ are kept fixed using the pre-extracted pitch templates from Section 3.1 and are not updated.

The output of the transcription model is a MIDI-scale pitch activation matrix given by:

$$P(p, t) = P(t) P_t(p)$$

as well as a high pitch resolution time-pitch representation, given by:

$$P(f', t) = [P(f, p_{low}, t) \cdots P(f, p_{high}, t)]$$

where $P(f, p, t) = P_t(p) P_t(f | p)$. In (3), $f'$ denotes pitch in 20 cent resolution. As an example of a time-pitch representation, Fig. 2 displays $P(f', t)$ for a ney recording.

3.3 Post-processing

The transcription output is a non-binary representation that needs to be converted into a list of of note events, listing
onset, offset, and pitch. Thus, we perform median filtering and thresholding on \( P(p, t) \) (for converting it into a binary representation), followed by minimum duration pruning (with a minimum note event duration of 130ms).

As in Benetos & Holzapfel (2013), a simple ‘ensemble detector’ is used in order to detect heterophonic recordings. Subsequently, if a piece is detected as such, each octave interval is processed by merging the note event of the higher note with that of the lowest one. Then, using information from \( P(f', t) \), each detected note is converted into the cent scale.

In order to detect the tonic frequency of the recording we apply the procedure described in Bozkurt (2008), which computes a histogram of the detected pitch values, and aligns it with a template histogram for a given makam using the cross-correlation function. A final post-processing step is made after centering the detected note events by the tonic, where note events that occur more than 1700 cents or less than -500 cents apart from the tonic are eliminated.

### 3.4 Pitch class profiles

For incorporating information on the pitch structure of the recording given a makam, we re-transcribe the recording having as additional information its detected tonic, and we impose a prior on the pitch activation \( P_t(p) \). For enforcing a structure on pitch distributions, we employ the 44 makam pitch class profiles that were computed from large sets of instrumental recordings in Bozkurt (2008). An example of a pitch class profile is given in Fig. 3, for the Beyati makam.

As was shown in Smaragdis & Mysore (2009), PLCA-based models can use Dirichlet priors for enforcing structure on their distributions. We thus define the Dirichlet hyper-parameter for the pitch structure given a makam \( m \) and tonic \( \tau \) as:

\[
\alpha(p|t)_{m,\tau} = K_{m,\tau} P_t(p)
\]

where \( K_{m,\tau} \) is a pitch profile for makam \( m \) centered around tonic \( \tau \) detected from 3.3. Essentially, \( \alpha(p|t)_{m,\tau} \) represents a modified transcription, giving higher probability to pitches which are more frequently encountered in the specific makam than to pitches which are not.

Thus, a modified update rule is created for \( P_t(p) \), which is as follows:

\[
P_t(p) = \frac{\sum_{\omega, f, s, \omega} P_t(p, f, s|\omega) V_{\omega, t} + \kappa \alpha(p|t)_{m,\tau}}{\sum_{p, f, s, \omega} P_t(p, f, s|\omega) V_{\omega, t} + \kappa \alpha(p|t)_{m,\tau}}
\]

where \( P_t(p, f, s|\omega) \) is the posterior of the model and \( \kappa \) is a weight parameter expressing how much the prior should be imposed, which as in Smaragdis & Mysore (2009) gradually decreases from 1 to 0 throughout iterations (initialising the model but letting it converge in the end). After the modified transcription step, the output is then post-processed using the steps from Section 3.3.

### 4. EVALUATION

#### 4.1 Music Collection

The music collection which is used is identical with the collection described in Benetos & Holzapfel (2013). It consists of 16 recordings of metered instrumental pieces of Turkish makam music, 10 of them solo performances, and
the remaining 6 recordings ensemble performances. The performances were note-to-note aligned with the microtonal notation available from the collection published in Karaosmanoğlu (2012). This results in a ground-truth notation that consists of a list of time-instances and note-values in cent assigned to each time instance, with the tonic of the piece at 0 cent. It is important to point out that the available ground-truth does not represent a descriptive transcription of the performance, but rather a summary of the basic melody played in the piece without ornamentations, as it is typical for notations in Turkish makam music.

4.2 Metrics

For the proposed evaluations, we use the note-based onset-only metrics that were defined in Benetos & Holzapfel (2013), and are based on the metrics used for the MIREX Note Tracking tasks for Music Information Retrieval: SymbTr (MIREX). Specifically, we consider a note to be correct if its F0 is within a +/-20 cent tolerance around the ground-truth pitch and its onset is within a 100ms tolerance, and use the proposed Precision, Recall, and F-measure metrics from Benetos & Holzapfel (2013), which are defined as follows:

\[ P = \frac{N_{tp}}{N_{sys}}, \quad R = \frac{N_{tp}}{N_{ref}}, \quad F = \frac{2RP}{R+P} \quad (6) \]

where \( N_{tp} \) is the number of correctly detected notes, \( N_{sys} \) the number of notes detected by the transcription system, and \( N_{ref} \) the number of reference notes. Duplicate notes are considered as false alarms.

4.3 Results

We perform two types of evaluations, as in Benetos & Holzapfel (2013): The first uses the tonic automatically detected by the system of Bozkurt (2008), which attempts to automatically determine the frequency value in Hz of the tonic in a recording by comparing the pitch profile of the recording with a reference pitch profile for the makam. In the second evaluation, we use a manually annotated tonic. The proposed method is able to transcribe the 75min dataset in less than one hour, i.e. less than real time. Results comparing the proposed system with the system of Benetos & Holzapfel (2013) using the manually and automatically detected tonic can be seen in Tables 1 and 2, respectively. It can be seen that the F-measure increases by about 1.2% in both cases, indicating that the incorporation of prior information on pitch structure can improve transcription performance. This improvement is consistent for almost all 16 recordings, and is mostly evident for the subset of tanbur recordings (about 3% improvement). As in Benetos & Holzapfel (2013), there is a significant performance drop when comparing results with automatically detected tonic over the manually supplied one. This is attributed to the fact that the F0 tolerance for the evaluation is 20 cent, so even a slight tonic miscalculation might lead to a performance decrease.

In Tables 3 and 4, detailed results for ney, tanbur, and ensemble recordings can be seen, using manually aligned and automatically detected tonic, respectively. As in Benetos & Holzapfel (2013), the performance drops when the automatic tonic detection method is used. Likewise, the best results are reported for the subset of tanbur recordings, followed by the subset of ney recordings. The ensemble recordings, which additionally contain percussion along with heterophonic music, provide a greater challenge, with the F-measure reaching 47% for the case of manually annotated tonic.

5. DISCUSSION

The results we obtained when including pitch class profile information into our transcription system draw a slightly ambiguous picture. While we can observe a significant increase over the previous system for tanbur examples, for both ney and ensemble recordings no such conclusion can be drawn. This is astonishing since the pitch class profiles were derived by (Bozkurt, 2008) using a wide variety of different solo instrument recordings. Apparently, the fretted tanbur seems to be characterized by a more stable interval structure that fits well to the used profiles, while the pitch class profiles seem not to match with the ney recordings. It is an open question if this is due to the playing style or the variation between instruments. We will depict two examples in this section: One tanbur example, in which the inclusion of pitch class profiles proved to be of clear advantage (sample 8 in Table 1 of Benetos & Holzapfel (2013)), and a negative outlier from the set of ney recordings, which resulted in F-measures below 30%, independent from the usage of pitch class profiles (piece 10 on Table 1 of Benetos & Holzapfel (2013)). Audio of the depicted examples along with reference scores can be obtained from the second author’s web-page.

In Figures 4a and 4b the tonic (and its octave), and the dominant of the Rast makam are marked with dashed, and dotted lines, respectively. Black rectangles indicate the onsets of annotated notes, with the size of the rectangles determined by the given tolerances for pitch and timing inaccuracy. The red crosses designate the obtained annotations. It can be seen that the inclusion of pitch class profiles reduces the number of spurious notes and leads to a slightly
Table 3: Transcription onset-based results for each group of recordings, using manually annotated tonic.

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ney recordings</td>
<td>52.01%</td>
<td>49.25%</td>
<td>50.41%</td>
</tr>
<tr>
<td>Tanbur recordings</td>
<td>64.67%</td>
<td>51.67%</td>
<td>57.30%</td>
</tr>
<tr>
<td>Ensemble recordings</td>
<td>41.07%</td>
<td>58.37%</td>
<td>47.90%</td>
</tr>
</tbody>
</table>

Table 4: Transcription onset-based results for each group of recordings, using automatically detected tonic.

<table>
<thead>
<tr>
<th></th>
<th>P</th>
<th>R</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ney recordings</td>
<td>47.16%</td>
<td>48.81%</td>
<td>46.62%</td>
</tr>
<tr>
<td>Tanbur recordings</td>
<td>48.42%</td>
<td>33.02%</td>
<td>39.14%</td>
</tr>
<tr>
<td>Ensemble recordings</td>
<td>35.20%</td>
<td>44.78%</td>
<td>38.95%</td>
</tr>
</tbody>
</table>

Figure 4: Example for the transcription of the Teslim section of a Rast Peşrev.

Figure 5: Transcription using pitch class profiles of the teslim section in a Segah Peşrev.

6. CONCLUSIONS

In this paper, we evaluated if the inclusion of pitch class profiles can improve the performance of a transcription system for Turkish makam music. The results imply that for solo instrument recordings of tanbur a consistent improvement can be achieved, when including this information about the interval structure of the makam. For the ney and for ensemble recordings, no increase in performance can be observed. Due to the limited number of included makams, it cannot be determined if this decrease is caused by the different type of instrument, or if makam with more variable interval structure have lead to this result. However, our discussion demonstrates that the values of the evaluation metrics might stand in no direct relation to the quality of the actual transcription, mainly due to the variable interval structure of this music. While the applied metrics represent a convention in the evaluation of AMT, the examples clarify that apparently objective measures should not be trusted blindly.

The quality of the achieved automatic transcriptions seems adequate as a starting point for a more precise manual transcription, or for a qualitative summary of the melodic content of the pieces, and can therefore serve as a method of practical value for the analysis of Turkish makam music. The achieved quality of the transcriptions is comparable to values achieved for Eurogenetic music. However, the demand of detecting notes apart from well-tempered tuning necessarily increases the search space for the notes to be detected, and the need to detect the frequency of the tonic represents another aspect that adds to the complexity. We
plan to improve our system by including pitch class profiles that are adapted to the piece at hand, and to adjust the ground truth annotations to the intervals encountered in a performance, in order to avoid the distortion of evaluation results that was observed in this paper.
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ABSTRACT
This paper examines a previously unstudied musical corpus derived from the polyphonic singing tradition of Epirus employing statistical methods. This analysis will mainly focus on unique harmonic aspects of these songs, which feature, for instance, unresolved dissonances (major second and minor seventh intervals) at structurally stable positions of the pieces (e.g. cadences). Traditional triadic tonal chord types are inadequate for this corpus’ unconventional harmonic language; pc-set theoretic tools are too general/abstract. A novel chord representation has been devised that adapts to different non-standard tonal harmonic spaces. In the General Chord Type (GCT) representation, the notes of a harmonic simultaneity are re-arranged, depending on a given classification of intervals (that reflects culturally-dependent notions of consonance/dissonance), such that abstract idiom-specific types of chords may be derived. Based on these harmonic representations, statistical analyses are performed that provide insights regarding underlying harmony and, especially, on the idiosyncratic use of consonance/dissonance within this idiom. Then, characteristics of harmonic successions are examined via statistical analysis of the common chord transitions in the idiom. Finally, the learned statistical features are used to generate new harmonisations in the Epirus-song style for unseen Epirus-song melodies or for melodies from other distant idioms.

1. INTRODUCTION
The paper at hand paper examines a previously unstudied musical corpus derived from the polyphonic singing tradition of Epirus employing computational statistical methods. This analysis will mainly focus on unique harmonic aspects of these songs, which feature, for instance, unresolved dissonances (M2 and m7 intervals) at structurally stable positions of the pieces (e.g. cadences).

The statistical analysis over a corpus (Gjerdingen, 2014), mainly involves the definition of elements that are believed to occur within the corpus and the subsequent calculation of statistics on these elements, the norms of which indicate frequent relations and patterns within the corpus. Several studies with diverse orientations have been based on analysing the statistics on corpora. These studies can be divided in two categories: the “analytical” and the “compositional” approaches. Roughly, the analytical approaches aim to elucidate some facts about a studied corpus that remain ill-defined or unexplored in the domain of musical analysis. The compositional approaches on the other hand, are targeted towards utilizing the statistical values yielded by the corpus analysis and combine them with machine learning or other generative techniques, to compose novel music that complies with the yielded statistical properties of the corpus.

Among many other studies, the statistical analysis of musical corpora has been performed for tracing the patterns of occurrence of specific musical phenomena, like the “cadenza doppia” (Gjerdingen, 2014) and Koch’s metrical theory (Ito, 2014), or for providing additional insights about well-studied and popular idioms like rock music (de Clercq & Temperley, 2011; Temperley & de Clercq, 2013). Furthermore, through similar analytical techniques more detailed investigations on the functionality of perceptual mechanisms are allowed, like tracking the evolution of the major and minor keys in tonal music (Albrecht & Huron, 2014), measuring the historical development of musical style in relation to the cognition of key (White, 2014), analysing the perceptual functionality of tonality and meter in music (Prince & Schmuckler, 2014), or examining the insertion of preformed structures in improvisation (Norgaard, 2014). Statistical analysis on a corpus of a capella flamenco songs (Cabrera et al, 2008) has also been utilized to provide important tonal insights about this previously unstudied folk musical idiom, allowing thus a first ethnomusicological exploration of this idiom. Regarding the analytical part, the paper at hand contributes to the field of ethnomusicology by providing initial insights about statistical facts that concern the harmony in a corpus comprising several polyphonic songs of Epirus.

The polyphonic singing of Epirus, a region of northwestern Greece/southern Albania, is an intrinsically polyphonic Greek-language Balkan folk idiom, sharing features with similar Albanian, Aromanian and Vlachian idioms, and differing with them in language, structure and other vernacular aspects (Samson, 2013, p. 47-48; Ahmedaja, 2008; Kokkonis, 2008, p. 42-44). It is based on anhemitonic pentatonic modes and performed by 2-voice to 4-voice groups, with each voice having a specific musical and narrative role (Lolis, 2006; Kokkonis, 2008): leading solo voice (parthè [taker]), subsidiary solo voice (gyristēs [turner] or klōstēs [Spinner]), drone group (isokratēs) and optionally, in 4-part polyphonic songs, the drone elaborator (richētēs [dropper]).

The present analysis focuses on the unique harmonic aspects of this polyphonic idiom, namely the structure and statistical distribution of the non-triadic sonorities and the use of unresolved dissonances (major second and minor
seventh intervals), especially at structurally stable positions of the pieces (e.g. cadences). The pentatonic pitch collection - described as pc set \((0,2,4,7,9)\) - functions as source for both the melodic and harmonic content of the music. This analysis allows further musical hypotheses to be formed and conclusions to be drawn regarding harmonic mechanisms characteristic of the idiom.

Statistical analysis may provide confirmation of musicological hypotheses, comparing results with established musicological ground truth. For instance, in a statistical study on the harmony of the Bach Chorales (Prince & Schmuckler, 2014), the statistical analysis revealed chords with specific harmonic functionality; these results were aligned with the analytic musicological analysis encoded with roman numerals. However, for representing the harmonic elements of the non-standard examined idiom, the roman numerals or standard chord symbols cannot be employed, since chord simultaneities rarely comply with the standard major–minor categories. One can always resort to pc-set theory, however, in this study, the General Chord Type (GCT) representation Cambouropoulos et al, 2014 is utilized to represent this idiom’s chord simultaneities that is more expressive than pc-sets – see brief description in next section.

There is extensive literature over the topic of automatic music composition by utilizing statistical quantities of a given corpus. Regarding these approaches, the statistical values are used either to straightforwardly provide estimations about the most probable future events (e.g. with variable length Markov models (Dubnov et al., 2003) or multiple view–points (Whorley et al., 2013) among others), or they are used as targeted fitness values to drive evolutionary processes (e.g. with genetic programming (Manaris et al., 2007) among others). The compositional part of the presented study discusses automatic melodic harmonisation through a machine learning technique which is based on the Hidden Markov Models (HMMs), namely the constrained HMMs (cHMMs) (Kaliakatsos-Papakostas et al., 2014). The presented compositional approach, utilizes in a straightforward manner the yielded statistical values to compose novel harmonies on given melodies, even if these melodies are not extracted from the studied idiom. Specifically, the harmonisations provided on melodies from the Bach chorales indicate that the “blended” musical result retains some important harmonic characteristics.

The present study examines only the vertical sonorities incorporated in the idiom, attempting to address the following questions: How can an unconventional musical style be encoded/represented so that meaningful computational analysis may be conducted? What are the most pronounced features of the harmonic language of polyphonic songs of Epirus? Which are the dominant pitches of the scale? Which is the frequency distribution of the sonorities? What constitutes a cadence phenomenon in this idiom? What is the dissonance's role, how freely is it employed and why/where? Finally, how might the statistical data obtained from the analysis be used creatively to generate epirus-style harmonisations of new melodies?

In the next section, the set of polyphonic songs used in this study is described and a novel chord representation, namely the General Chord Type representation, is employed to encode the song’s verticalities. Then, the statistical methodology and results are presented along with musicological interpretations that unveil characteristic harmonic facts about the polyphonic style of Epirus. Finally, a constrained-HMM is used to generate novel melodic harmonisations in the style of the analysed songs. The paper concludes with remarks about the particular musical idiom and future directions of research.

2. DATASET AND GCT REPRESENTATION

2.1 The Epirus polyphonic song dataset

A collection of songs from the discussed idiom, transcribed from field recordings and notated in standard staff notation, is available in (Lolis 2006). From this collection, a dataset consisting of 22 songs (10 with 3 voices, 12 with 4) in minor pentatonic scale were selected; the minor pentatonic scale consists of pitch classes: \([0,3,5,7,10]\) (for instance \{A,C,D,E,G\}). The 22 songs were manually segmented into 102 polyphonic phrases, while 37 monophonic phrases where excluded since the study revolves around the harmonic aspects of the idiom.

The songs were encoded at two reductional levels, corresponding to two adjacent levels of the metrical/time-span hierarchy: level \(m0\) closely describes the musical surface by including embellishing figures, neighbour notes, etc. and corresponds to the metrical level of sixteenth or eighth notes (depending on the metrical tactus and beat level) of the transcription, while level \(m1\) describes a deeper structure by omitting most elaborations and corresponds to the eighth or fourth notes of the transcription – see example in Figure 1. The lowest level encoding \(m0\) consists of 1467 chords whereas the next reduction level \(m1\) of 945 pitch class sets (chords); the pcs reduction ratio (\(m1/m0\)) of the polyphonic phrases is 0.64 (945/1467 chord states). The reduction was deemed analytically necessary in order to disclose the idiom’s harmonic functions and cadence patterns.

The songs were notated into music xml files; in addition to the original content, each xml file is annotated\(^1\) with structural information using music notation that follows a specific formalism. More specifically, songs in the dataset consist of six staves: two for the original song/content preserving voicing information (\(m0\)), one for tonality annotations where the scale is written as a

\(^1\)All annotations have been prepared by two of the authors.
Figure 1. Ammo ammo pigena, polyphonic song from Epirus: Annotated xml file containing original song transcription (ms0), time-span reduction of the original content (ms1) as well as tonality and grouping information (see text). Symbols P, G, R and D denote the different voice groups (partēs, gyristēs, richtēs, drone).

The representations of the polyphonic songs were carried out without any transposition with the use of the GCT representation model. Afterwards, traditional note names or pc sets or other descriptions were employed when necessary. For ease of comprehension, the results of the statistical analysis and relevant figures/examples assume that the A minor pentatonic is used, i.e. A,C,D,E,G.

2.2 The GCT representation

The General Chord Type (GCT) representation (Cambouropoulos et al, 2014), allows the re-arrangement of the notes of a harmonic simultaneity such that abstract idiom-specific types of chords may be derived; this encoding is inspired by the standard roman numeral chord type labeling, but is more general and flexible.

Given a classification of intervals into consonant/dissonant (binary values) and an appropriate scale background (i.e. scale with tonic), the GCT algorithm computes, for a given multi-tone simultaneity, the ‘optimal’ ordering of pitches such that a maximal subset of consonant intervals appears at the ‘base’ of the ordering (left-hand side) in the most compact form. Since a tonal centre (key) is given, the position within the given scale is automatically calculated. For instance, the note simultaneity [C, D, F#, A] or [0, 2, 6, 9] in a G major key is interpreted as [7, 0, 4, 7, 10]] (appearing also in the figures for matter of space as 7.04710), i.e. as a dominant seventh chord.

The proposed representation is ideal for hierarchic harmonic systems such as the tonal system and its many variations, but adjusts to any other harmonic system such as the Epirus polyphonic system. In terms of the current parameters, we have applied the GCT encoding for two different consonance vectors. The first is the standard vector for tonal music, i.e. consonant thirds/sixths and perfect fourths/fifths. The second vector, which is more adequate for ‘atonal’ music, includes additionally major seconds and minor sevenths (i.e., major seconds and minor sevenths are considered ‘consonant’ following the fact that in the Epirus songs these intervals are stable and require no resolution). In the example in Figure 2, we see the GCT encodings arising for the two different consonance vectors.

Figure 2. Excerpt from a traditional polyphonic song from Epirus. Top row: GCT encoding for standard common-practice consonance vector; bottom row: GCT encoding for atonal harmony – all intervals ‘consonant’ (this amounts to pc-set ‘normal orders’)

As can be seen in Figure 2, the two encodings are often different. Using the first consonance vector, the tonic is the root for almost all the GCTs (for A minor pentatonic we have tonic A: 85.39%). Using the second consonance vector, the chord’s ‘root’ is more diverse (A: 61.58%, D: 12.27%, G: 22.85%) and additionally, since the consonance vector is less strict, the GCT chord encodings are more compact. Perhaps the most striking difference between the two encodings is this: the tonal-consonance-based labelling determines as the ‘root’ of almost all the chord types the tonic of the minor pentatonic scale which is actually the drone of each piece (notice that almost all
chord types on the upper row of Figure 2 have a 0 on the right before the period); the atonal-consonance based labelling gives ‘roots’ of chords that shift between the tonic (0) and the subtonic (10) (this is interesting as the dissonances that occur between the tonic and subtonic have a special role as will be discussed in the next section).

3. STATISTICAL ANALYSIS AND RESULTS

In this section a number of interesting statistical observations on the polyphonic Epirus dataset are presented. First, plain distributions of pitches and chord types are given and, then, conditional probability results that reflect transition regularities between chords are discussed. For ease of comprehension, whenever the GCT representation is not depicted, we assume that the A minor pentatonic is used, i.e. A,C,D,E,G (for readers not acquainted with the GCT, the traditional note names are easier to follow).

3.1 Pitch and chord distributions

The power set of the minor pentatonic scale has 30 different valid combinations (the empty set and the whole pentatonic set are excluded). The frequency of appearance of chords according to cardinality (number of pcs) is depicted in Figure 3.

![Figure 3. Frequency of chords according to cardinality (14.60% unison, 39.89% 2-note chords, 38.41% 3-note chords and 7.09% 4-note chords)](image)

When single notes (i.e. unisons) appear in the polyphonic sections, 97.10% of these are the tonic (A). Unisons on other scale degrees are rare (<1%). From all 10 combinations with cardinality 2, dyads: AC, AD, AG are the most frequent (>25% each), AE is not so common, CE, GD, CG are rare (<1%) and DE, DG, EG are absent. For cardinality 3 (10 combinations), ACG is the most frequent (36.91%), ACE, ACD are common, ADG is less common, EAD and EGA are rare and CDE, CDG, CEG, DEG are absent. For cardinality 4 (5 combinations), ADGC is the most frequent of the cardinality class (67.16%) but rare in general (4.76%), ACEG and ACDE are rare and ADEG and CDEG are absent. Considering that from all the polyphonic phrases, almost half are taken from songs with 3 voices and also that it is common for one voice to double the drone tone, the cardinality percentages seem reasonable. Perhaps more 4-voice songs need to be added in the dataset to increase the frequency of higher cardinalities.

Since the drone tone (i.e. the tonic) is found in every chord, the absence of all the chords that don’t contain it is also justified. However, from the 15 combinations of the power set of the scale that contain the tonic, only 4 from 6 chords with cardinality 3 are found (ADE and GAE don’t exist) and only 1 from 4 with cardinality 4 (ACDE, ACEG, AEDG not found).

Apart from the quantitative difference in the frequency of appearance, the chord types found in the original surface (ms0) and the reduced musical surface (ms1) are identical (except chord AEDG that is found only 3 times in ms0 – not found in ms1). The statistical distribution of the dissonant sonorities (containing a major second) is almost identical at reduction levels ms0 and ms1, a feature indicating that dissonance is an integral/structural part of the harmonic idiom, and it is not reduced out as an elaborative event at the deeper level. On the contrary, this occurs in the tonal idiom, where most dissonant chords are the outcome of unstable non-chord tones and they are present mostly at the musical surface, not in reductions.

The appearance of the note E is rather rare. Considering that from the general percentage of all the existing chords that contain this note (19.68%), 8.99% corresponds to the only minor chord of the scale (ACE) and that another 5.18% corresponds to the perfect fifth interval (AE) from the tonal centre, it is clear that this note has relatively low usage.

Considering the pitch content of the chords, we can assume chord subsets and categories depending on various groupings relations. For example, from all the possible intervals that may appear in a chord in this pentatonic dataset {2,3,4,5,7,9,10} semitones) the most psychoacoustically dissonant is that of 2 and its inversion 10. Using this information we can create two groups of the most frequent chords depending on the presence of a 2-semitone interval: Consonant (A, AC, AD, AE, ACE) and Dissonant (AG, ACG, ADG, ADGC, ACD). Furthermore, we can split the Dissonant group according to the quantity of the dissonant intervals present in the chord and the quality of the pitch classes that comprise it. The Dissonant set may be split in three subsets: {ACD}, that contains the CD dissonant interval not involving the tonic A, {ACG, ADG, AG} that contain dissonant interval GA involving the tonic and {ADGC} that contains both 2-semitone intervals GA & CD.

![Figure 4. Frequency of appearance of the chords in the dataset (applying a threshold of >2%, 887/945 states, 6.14% reduction) appearing on strong beats (first beat of measure) and in weak beats (all other measure positions).](image)
with tonic) appear mostly on weak beats (not the first beat in the measure), whereas dissonant chord ADC containing interval CD (dissonance not with tonic) appears mostly on the strong beat. This fact shows a structural difference in the use of the two types of dissonant chords. The dissonant interval appearing between the tonic A and subtonic G is very common but seems to be a kind of ‘colouring’ of standard consonances that appear on strong beats (see below dissonance used as cadence extension). On the contrary, the CD dissonance is considered probably milder as it does not clash with the tonic and appears more often on strong beats.

Concerning the phrase positioning of chords, the most common final chords of final phrases are unison A, AG, AC, ACG, and AE (GCT: 0.0, 0.010, 0.03, 0.0310, 0.07) – see Figure 5. In the next section the use of dissonance at cadences is discussed more extensively. There is no significant preference for beginning chords.

### 3.2 Chord transition statistics

A first order transition table reveals the general and immediate chord transition preferences of the chords. Utilizing this information we can track previous and next chords for single chords and for groups as well. The generated first-order transition matrix is presented in Appendix I. In Figure 6, the transition matrix of the Appendix I is converted in a different form that is simpler to read. The current chord is placed in the middle column; on the left we see the previous chords and on the right the following chord; distance from the middle column represents strength of transition (i.e. higher probability).

Variable-length higher-order transition probabilities are additionally being calculated using Prediction Suffix Trees (Ron et al., 1996). Such trees reveal common patterns occurring in the dataset. We have used such a PST to examine cadences in more detail. In Table 1, the most common chords appearing on phrase endings are depicted. Even though dissonances GA and GAC appear as last chords of phrases, we consider them as chord extensions assuming that the actual cadence end point is the unison on the tonic (A) or tonic plus third (AC); this assumption is supported by the fact that the last word of the songs’ lyrics usually ends on a strong metric position consonance whereas the dissonance is introduced immediately after on a weaker beat as a kind of ‘tension colouring’ that requires no preparation or resolution. Approximately 30% of cadences ending in unison A or AC are extended with the addition of G creating a dissonance. More than half of the chords preceding the final chord in the cadence embody dissonances.

#### Table 1. Most common chords appearing on phrase endings (chords appearing less than three times have been omitted). See text for details.

<table>
<thead>
<tr>
<th>Semi-final chord</th>
<th>Final chord</th>
<th>Extension</th>
</tr>
</thead>
<tbody>
<tr>
<td>GAC (12+2)</td>
<td>A (33+14+1)</td>
<td>GA (14)</td>
</tr>
<tr>
<td>GA (8+3)</td>
<td>ACG (1)</td>
<td>GAC (1)</td>
</tr>
<tr>
<td>AC (3+6)</td>
<td>AD (5+3)</td>
<td>GAC (1)</td>
</tr>
<tr>
<td>AE (2+1)</td>
<td>GA (17+2+4)</td>
<td>GAC (4+2)</td>
</tr>
<tr>
<td>GAC (6)</td>
<td>AC (17+2+4)</td>
<td>GAC (4+2)</td>
</tr>
</tbody>
</table>

**Figure 5.** Frequency of appearance of the last chords of all (102), middle (non-final) & final phrases (22).

**Figure 6.** The transition map of the most frequent chords in the dataset in a graphical view.

In Figure 7 two prototypical cadential patterns appearing in this idiom are illustrated. Dissonance usually appears
just after the consonant downbeat final chord as a kind of cadence extension that adds a final brushstroke of tension.

\[ \text{Figure 7. Prototypical cadences in polyphonic songs from Epirus.} \]

Also, the high occurrence rate of the cadential pattern in this idiom and the fact that pitch class E is mostly absent in it possibly explains this pc’s relatively low statistical appearance (see 3.1).

4. MELODIC HARMONISATION

The statistical results hitherto discussed provide some indications about harmonic regularities that are encountered in the examined idiom. The utilization of these statistics for melodic harmonisation is expected to produce harmonisations – in a statistical manner – that preserve these characteristics, even if the melody to be harmonised is not characteristic of this idiom. The statistical information that is utilized in the short examples presented in this section concern the chord-to-chord transitions, as reflected by the first order transition maps discussed in Section 3. To this end, a modification of the first order hidden Markov model (HMM) is utilized, namely the constrained-HMM (cHMM), which was presented in (Kaliakatsos-Papakostas et al., 2014). The cHMM methodology follows the typical HMM methodology, with the difference that specific chord constraints can be set by the user or by another algorithmic process at any point of the melody to be harmonised. From a user perspective, the cHMM methodology allows the user to choose specific beginning, intermediate or ending chords or fixed chord progressions (e.g. cadences), while the remaining harmonic content is filled with a probabilistic framework based on the HMM methodology.

The cHMM methodology requires statistical information from the corpus and deterministic information from the melody to be harmonised. The statistical information from the corpus concerns chord (or states in the HMM nomenclature) transitions, specifically the first order transitions under the Markov assumption (that the appearance of a chord depends only on its previous chord). The deterministic information, on one hand, involves chord-to-note (observation) rules¹ and, on the other, the fixed-chord constraints. Regarding the chord-to-note rules, a chord is considered “probable” to harmonise a given note of the melody if the melodic note’s pitch class is a member of the chord’s pitch class. In the presented application of the cHMM, the fixed-chord constraints are provided by

¹ The typical HMM methodology incorporate probabilistic rules that relate observations (melody notes) with states (chords).

The results presented below discuss the harmonisation of some melodies, utilizing the corpus statistics for the first order Markov transitions between chords. Specifically, the transition tables are extracted from 30 random phrases of the pieces in the Epirus song corpus, in order to be aligned with scalability issues that demand efficient training with limited numbers of training data. Automated melodic harmonisation is performed on melodies of Epirus songs as well as on melodies from completely different idioms. It has to be noted that the Epirus songs that are re-harmonised, are not included in the 30 random phrases that comprised the training set. The aim of the results is to demonstrate the adequacy of these statistics regarding melodic harmonisation, not only in the context of melodies that are typical of the idiom, but also for less typical melodies.

The harmonisation in the polyphonic style of Epirus of three melodies is illustrated in Figures 8, 9 & 10. The first melody is the melody of the Epirus polyphonic song depicted in Figure 1, whereas the remaining two from different idioms, namely, J.S.Bach’s ‘Chorale nr. 110” (“Vater unser im Himmelreich”) melody and the second part of G. Gershwin’s ‘Summertime” melody; all three are built on the minor pentatonic scale. In each of these figures, the melody is illustrated on the top, accompanied by the chords (in GCT encoding) generated by the aforementioned cHMM model that was trained on the polyphonic songs of Epirus. Below each melody, a full harmonisation following the idiom’s voice leading is presented (created manually by one of the authors).

The harmonisation of the Epirus melody is very close to the original transcription depicted in Figure 1; this shows that the cHMM model is quite good at generating chords in the learned style (NB., this melody was not included in the training dataset). The generated harmonisations of the other two melodies, preserve characteristics of the polyphonic style of Epirus and have a unique harmonic flavour which shows that blending between diverse musical materials may give interesting original outcomes.

The cHMM constraints imposed to all three pieces related to chords of cadences; namely, for all pieces the final two chords were respectively: \([0,[0,3]]\) and \([0,[0,3],[10]]\) in GCT notation. When the cadence constraints were omitted, the generated cadence in most cases included two repetitions of the tonic unison which is also very common in the idiom (expressed with the GCT \([0,[0]]\)). As can be seen, many characteristics of the idiom are preserved such as the used chord types, the progression of chords,
the interchange of consonance-dissonance and the drone tone (common root in almost all GCTs); there are however, characteristics that are missed out in the current model such as the appearance of specific types of chords (e.g. chord with dissonances) on particular metric positions. The generation model requires embedding in a more general compositional framework that takes into account voice-leading, metrical structure, bass-line motion and so on. It is encouraging that such a simple learning model (cHMM) coupled with the GCT representation captures significant components of the harmonic language of the idiom.

Figure 8. Melody of Ammo ammo pigena polyphonic song from Epirus harmonised by the cHMM model (GCT labels under the melody)

Figure 9. First two melodic phrases from J.S.Bach’s Chorale nr. 110 (“Vater unser im Himmelreich”), harmonised by the cHMM model (GCT labels under the melody)

Figure 10. Second phrase from G. Gershwin’s Summertime, harmonised by the cHMM model (GCT labels under the melody). The arrows indicate that the main melody was temporarily transferred to the gyristês voice.

5. CONCLUSIONS

In this paper a study has been presented of a musical corpus derived from the polyphonic singing tradition of Epirus that employs computational statistical methods. The analysis focused primarily on harmonic aspects of these songs. Representing a non-tonal idiom in terms of harmonic content is non-trivial. A novel chord representation, namely the General Chord Type (GCT) representation, has been presented that adapts to different non-standard tonal harmonic spaces depending on a given classification of intervals that reflects culturally-dependent notions of consonance/dissonance. It has been shown that the GCT is appropriate for encoding note simultaneities in the given idiom and that different consonance vectors give rise to different labelings of chords that embody alternative facets of core harmonic concepts in the idiom (e.g. drone or tonic-subtonic relation).

Using the GCT as basis, statistical analytic tools have been employed that highlight characteristic distributional and transitional properties of chords in the idiom. It has been shown that some note simultaneities are more common than others, that ‘dissonances’ (major 2nds and minor 7ths) are structurally relatively ‘stable’ as they appear
in higher reductional levels and also on relatively strong metrical positions, and that certain cadential patterns seem to emerge that describe harmonic content at phrase endings. The transitional patterns learned from a section of the dataset (using the GCT representation and the cHHM methodology) are used to generate new harmonisations for melodies in the style of the studied idiom but also on melodies drawn from other foreign styles (e.g. Bach chorale melody and Gershwin’s Summertime melody); the new harmonisations preserve qualities of the analysed idiom creating novel musical creations.
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Appendix I. First-order transition matrix of GCT simultaneities for the Epirus polyphonic song dataset
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ABSTRACT

Thirteen different compression algorithms were used to calculate the normalized compression distances (NCDs) between pairs of tunes in the Annotated Corpus of 360 Dutch folk songs from the collection Onder de groene linde. These NCDs were then used in conjunction with the 1-nearest-neighbour algorithm and leave-one-out cross-validation to classify the 360 melodies into tune families. The classifications produced by the algorithms were compared with a ground-truth classification prepared by expert musicologists. Twelve of the thirteen compressors used in the experiment were based on the discovery of translational equivalence classes (TECs) of maximal translatable patterns (MTPs) in point-set representations of the melodies. The twelve algorithms consisted of four variants of each of three basic algorithms, COSIATEC, SIATECCOMPRESS and Forth’s algorithm. The main difference between these algorithms is that COSIATEC strictly partitions the input point set into TEC covered sets, whereas the TEC covered sets in the output of SIATECCOMPRESS and Forth’s algorithm may share points. The general-purpose compressor, bzip2, was used as a baseline against which the point-set compression algorithms were compared. The highest classification success rate of 77–84% was achieved by COSIATEC, followed by 60–64% for Forth’s algorithm and then 52–58% for SIATECCOMPRESS. When the NCDs were calculated using bzip2, the success rate was only 12.5%. The results demonstrate that the effectiveness of NCD for measuring similarity between folk-songs for classification purposes is highly dependent upon the actual compressor chosen. Furthermore, it seems that compressors based on finding maximal repeated patterns in point-set representations of music show more promise for NCD-based music classification than general-purpose compressors designed for compressing text strings.

1. INTRODUCTION

For over a century, musicologists have been interested in measuring similarity between folk song melodies (Scheurleer, 1900; van Kranenburg et al., 2013), primarily with the purpose of classifying such melodies into families (Bayard, 1950) of tunes that have a common ancestor in the tree of oral transmission. Researchers have used a plethora of different features and methods in their attempts to automate (or at least formalize) this process of folk-song classification (see van Kranenburg et al., 2013, for an overview). In some cases, such methods have led to almost perfect models of the classifications produced by expert musicologists. For example, van Kranenburg et al. (2013) report a 99% success rate for classifying a set of 360 Dutch folk songs with a method based on local-features and string alignment. In contrast, in the study reported here, a universal, generally-applicable similarity metric, normalized compression distance (NCD, Li et al., 2004), is used to classify folk-song melodies based on compressing the melodies by discovering maximal repeated patterns within them.

Normalized compression distance has been used in several music classification studies in the past (Cilibrasi et al., 2004; Li & Sleep, 2004, 2005; Hillewaere et al., 2012). However, in these studies, only general-purpose compressors such as those based on the Lempel-Ziv algorithm (Ziv & Lempel, 1977, 1978) and bzip2 (Seward, 2010) have been used. In the study reported here, NCD was used to classify folk songs using a number of different compression algorithms specifically designed for producing compact structural analyses of pieces of music from symbolic encodings in the form of point sets (Meredith et al., 2003; Meredith, 2006a; Forth & Wiggins, 2009; Forth, 2012; Meredith, 2013). The results suggest that the choice of compressor has a very marked effect on the classification success rate.

2. NORMALIZED COMPRESSION DISTANCE

Li et al. (2004) introduced the normalized information distance (NID), a universal similarity metric based on Kolmogorov complexity (Li & Vitányi, 2008). The Kolmogorov complexity of any object is the length in bits of the shortest program that generates the object as its only output. The NID defines the distance between any two objects, x and y, as

\[ d(x, y) = \frac{\max\{K(x | y^*), K(y | x^*)\}}{\max\{K(x), K(y)\}} \]

where \( K(x) \) is the Kolmogorov complexity of \( x \) and \( K(x | y^*) \) is the conditional complexity of \( x \) given a description of \( y \) whose length is equal to the Kolmogorov complexity of \( y \). The Kolmogorov complexity of an object, however, is not computable. Therefore, \( K(x) \) has to be substituted in practice by the length of a compressed encoding of \( x \) generated using a real-world compressor. Li et al. (2004) therefore propose the normalized compression distance (NCD) as a practical alternative to the NID and define it as follows:

\[ \text{NCD}(x, y) = \frac{C(xy) - \min\{C(x), C(y)\}}{\max\{C(x), C(y)\}} \]

where \( C(x) \) is the length of a compressed encoding of \( x \) and \( C(xy) \) is the length of a compressed encoding of a concatenation of \( x \) and \( y \).
3. REPRESENTING MUSIC WITH POINT SETS

In the algorithms considered in this paper, it is assumed that the music to be represented is in the form of a multi-dimensional point set called a dataset, as described by Meredith et al. (2002). All the algorithms described below work with datasets of any dimensionality. However, it will be assumed here that each dataset is a set of two-dimensional points, \((t, p)\), on an integer lattice, where \(t\) and \(p\) are, respectively, the onset time in tatums and the chromatic or morphetic pitch (Meredith, 2006b, 2007; Meredith et al., 2002) of a note or sequence of tied notes in a score. Figure 1 shows an example of such a dataset. When the music to be analysed is modal or uses the major-minor tonal system, the output of the algorithms described below is typically better when morphetic pitch is used. If morphetic pitch information is not available (e.g., because the data is only available in MIDI format), then, for modal or tonal music, it can be reliably computed from a representation that provides the chromatic pitch (i.e., MIDI note number) of each note, by using an algorithm such as PS13s1 (Meredith, 2006b, 2007). For pieces of music not based on the modal or major-minor tonal system, using chromatic pitch may give better results than using morphetic pitch.

4. MAXIMAL TRANSLATABLE PATTERNS

If \(D\) is a dataset, then any subset of \(D\) may be called a pattern. If \(P_1, P_2 \subseteq D\), then \(P_1, P_2\), are said to be translationally equivalent, denoted by \(P_1 \equiv_T P_2\), if and only if there exists a vector \(v\), such that \(P_1\) translated by \(v\) is equal to \(P_2\). That is,

\[
P_1 \equiv_T P_2 \iff (\exists v \mid P_2 = P_1 + v),
\]

where \(P_1 + v\) denotes the pattern that results when \(P_1\) is translated by the vector \(v\). For example, in each of the graphs in Figure 2, the pattern of circles is translationally equivalent to the pattern of crosses. A pattern, \(P \subseteq D\), is said to be translatable within a dataset, \(D\), if and only if there exists a vector, \(v\), such that \(P + v \subseteq D\). Given a vector, \(v\), then the maximal translatable pattern (MTP) for \(v\) in the dataset, \(D\), is defined and denoted as follows:

\[
\text{MTP}(v, D) = \{p \mid p \in D \land p + v \in D\}
\]

where \(p + v\) is the point that results when \(p\) is translated by the vector \(v\). Figure 2 shows some examples of maximal translatable patterns.

5. TRANSLATIONAL EQUIVALENCE CLASSES

When analysing a piece of music, we typically want to find all the occurrences of an interesting pattern, not just one occurrence. Thus, if we believe that MTPs are related in some way to the patterns that listeners and analysts find interesting, then we want to be able to find all the occurrences of each MTP. Given a pattern, \(P\), in a dataset, \(D\), the translational equivalence class (TEC) of \(P\) in \(D\) is defined and denoted as follows:

\[
\text{TEC}(P, D) = \{Q \mid Q \equiv_T P \land Q \subseteq D\}.
\]

That is, the TEC of a pattern, \(P\), in a dataset contains all and only those patterns in the dataset that are translationally equivalent to \(P\). Figure 3 shows some examples of TECs.

We define the covered set of a TEC, \(T\), denoted by \(\text{COV}(T)\), to be the union of the patterns in the TEC, \(T\). That is,

\[
\text{COV}(T) = \bigcup_{P \in T} P.
\]

Here, we will be particularly concerned with MTP TECs—that is, the translational equivalence classes of the maximal
translatable patterns in a dataset. A TEC, \( T = \text{TEC}(P, D) \), contains all the patterns in the dataset, \( D \), that are translationally equivalent to the pattern, \( P \). Suppose \( T \) contains \( n \) translationally equivalent occurrences of the pattern, \( P \), and that \( P \) contains \( m \) points. There are at least two ways in which one can specify \( T \). First, one can explicitly specify each of the \( n \) patterns in \( T \) by listing all of the \( m \) points in each pattern. This requires one to write down \( nm \), \( k \)-dimensional points or \( kmn \) numbers. Alternatively, one can explicitly list the \( m \) points in just one of the patterns in \( T \) (e.g., \( P \)) and then give the \( n - 1 \) vectors required to translate this pattern onto its other occurrences in the dataset. This requires one to write down \( m \), \( k \)-dimensional points and \( n - 1 \), \( k \)-dimensional vectors—that is, \( k(m + n - 1) \) integers. If \( n \) and \( m \) are both greater than one, then \( k(m + n - 1) \) is less than \( kmn \), implying that the second method of specifying a TEC gives us a \textit{compressed} encoding of the TEC. Thus, if a dataset contains at least two occurrences of a pattern containing at least two points, it will be possible to encode the dataset in a compact manner by representing it as the union of the covered sets of a set of TECs, where each TEC, \( T \), is encoded as an ordered pair, \( (P, V) \), where \( P \) is a pattern in the dataset, and \( V \) is the set of vectors that translate \( P \) onto its other occurrences in the dataset. When a TEC, \( T = (P, V) \), is represented in this way, we call \( V \) the \textit{set of translators} for the TEC and \( P \) the TEC’s pattern. We also denote and define the compression ratio of a TEC, \( T = (P, V) \) as follows:

\[
\text{CR}(T) = \frac{|\text{COV}(T)|}{|P| + |V|}.
\]

In this paper, the pattern, \( P \), of a TEC used to encode it as a \( (P, V) \) pair will be assumed to be the lexographically earliest occurring member of the TEC (i.e., the one that contains the lexographically least point).

6. THE ALGORITHMS

6.1 SIA

All of the compression algorithms considered in this paper are based on Meredith, Lemström and Wiggins’ SIA algorithm (Meredith et al., 2001, 2002, 2003; Meredith, 2006a).\(^1\) SIA finds all the maximal translatable patterns in a set of \( n \), \( k \)-dimensional points in \( \Theta(kn^2 \log n) \) time and \( \Theta(kn^2) \) space. Figure 4 describes how the algorithm works with a simple example and Figure 5 gives pseudocode for a straight-forward implementation of SIA. In the pseudocode used in this paper, unordered sets are denoted by italic upper-case letters (e.g., \( D \) in Figure 5). Ordered sets are denoted by boldface upper-case letters (e.g., \( V \), \( D \) and \( M \) in Figure 5). When written out in full, ordered sets are denoted by angle brackets, “\( \langle \cdot \rangle \)”. Concatenation is denoted by “\( \oplus \)” and the assignment operator is “\( \leftarrow \)”. \( A[i] \) denotes the \( (i + 1) \)th element of the ordered set (or one-dimensional array), \( A \), (i.e., zero-based indexing is used). If \( B \) is an ordered set of ordered sets (or a two-dimensional array), then

\[^{1}\text{SIA stands for \textquote{Structure Induction Algorithm}.}\]

![Figure 4: The SIA algorithm. (a) A small dataset that could be provided as input to SIA. (b) The vector table computed by SIA for the dataset in (a). Each entry in the table gives the vector from a point to a lexicographically later point. Each entry has a pointer back to the origin point used to compute the vector. (c) The list of \( (\text{vector}, \text{point}) \) pairs that results when the entries in the vector table in (b) are sorted into lexicographical order. If this list is segmented at points at which the vector changes, then the set of points in the entries within a segment form the MTP for the vector for that segment.}

![Figure 5: Pseudocode for a straight-forward implementation of SIA.]

\[^{1}\text{SIA stands for \textquote{Structure Induction Algorithm}.}\]
Figure 6: The vector table computed by SIATEC for the dataset shown in Figure 4 (a).

<table>
<thead>
<tr>
<th>a = (1, 1)</th>
<th>b = (1, 3)</th>
<th>c = (2, 1)</th>
<th>d = (2, 2)</th>
<th>e = (2, 3)</th>
<th>f = (3, 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0, 0)</td>
<td>(0, 2)</td>
<td>(1, 0)</td>
<td>(1, 2)</td>
<td>(0, 1)</td>
<td>(1, 3)</td>
</tr>
</tbody>
</table>

Figure 7: The COSIATEC algorithm.

6.2 SIATEC
SIATEC (Meredith et al., 2001, 2002, 2003; Meredith, 2006a) computes all the MTP TECs in a k-dimensional dataset of size $n$ in $O(kn^2)$ time and $O(kn^2)$ space. In order to find the MTPs, the SIA algorithm only needs to compute the vectors from each point in the dataset to each lexicographically later point. However, to compute all occurrences of the MTPs, it turns out to be beneficial in the SIATEC algorithm to compute the vectors between all pairs of points, resulting in a vector table like the one shown in Figure 6. The SIATEC algorithm first finds all the MTPs using SIA. It then uses the vector table to find all the vectors by which each MTP is translatable within the dataset. The set of vectors by which a given pattern is translatable is equal to the intersection of the columns of the vector table headed by the points in the pattern (see Figure 6). In a vector table computed by SIATEC, each row descends lexicographically from left to right and each column increases lexicographically from top to bottom. SIATEC exploits these properties of the vector table to more efficiently find all the occurrences of each MTP (Meredith et al., 2002, pp. 335–338).

6.3 COSIATEC
COSIATEC (Meredith et al., 2003; Meredith, 2006a, 2013) is a greedy point-set compression algorithm, based on SIATEC. COSIATEC takes a dataset, $D$, as input and computes a compressed encoding of $D$ in the form of an ordered set of MTP TECs, $T$, such that $D = \bigcup_{T \in T} \text{COV}(T)$ and $\text{COV}(T_1) \cap \text{COV}(T_2) = \emptyset$ for all $T_1, T_2 \in T$ where $T_1 \neq T_2$. In other words, COSIATEC strictly partitions a dataset, $D$, into the covered sets of a set of MTP TECs. If each of these MTP TECs is represented as a \langle pattern, translator set \rangle pair, then this description of the dataset as a set of TECs is typically shorter than an in extenso description in which the points in the dataset are listed explicitly.

Figure 7 shows pseudocode for COSIATEC. The first step in the algorithm is to make a copy of the input dataset which is stored in the variable $D'$ (line 1). Then, on each iteration of the while loop (lines 3–6), the algorithm finds the “best” MTP TEC in $D'$, stores this in $T$ and adds $T$ to $T$. It then removes the set of points covered by $T$ from $D'$ (line 6). When $D'$ is empty, the algorithm terminates, returning the list of MTP TECs, $T$. The sum of the number of translators and the number of points in this output encoding is never more than the number of points in the input dataset and can be much less than this, if there are many repeated patterns in the input dataset.

The GetBestTEC function, called in line 4 of COSIATEC, computes the “best” TEC in $D'$ by first finding all the MTPs using SIA, then iterating over these MTPs, finding the TEC for each MTP, and storing it if it is the best TEC so far. In this process, a TEC is considered “better” than another if it has a higher compression ratio, as defined in Eq. 5. If two TECs have the same compression ratio, then the better TEC is considered to be the one that has the higher bounding-box compactness (Meredith et al., 2002), defined as the ratio of the number of points in the TEC’s pattern to the number of dataset points in the bounding box of this pattern. Collins et al. (2011) have provided empirical evidence that the compression ratio and compactness of a TEC are important factors in determining its perceived “importance” or “noticeability”. If two distinct TECs have the same compression ratio and compactness, then, in COSIATEC, the TEC with the larger covered set is considered superior.

6.4 Forth’s algorithm
Forth (Forth & Wiggins, 2009; Forth, 2012) presented an algorithm, inspired by COSIATEC, that resembles the SIATECCOMPRESS algorithm to be described below. The first step in Forth’s algorithm is to run SIATEC on the input dataset to generate a sequence of MTP TECs, $T = \langle T_1, T_2, \ldots, T_n \rangle$. The algorithm then post-processes the output of SIATEC to compute a cover for the input dataset. A weight, $W_i$, is assigned to each TEC, $T_i$, to produce a corresponding sequence of weights, $W = \langle W_1, W_2, \ldots, W_n \rangle$. It is intended to be a measure of the “structural salience” (Forth, 2012, p. 41) of the patterns in the TEC, $T_i$, and it is defined as $W_i = \wedge_{T_i} \cdot \wedge_{\text{compV},i}$, where $\wedge_{T_i}$ and $\wedge_{\text{compV},i}$ are normalized values representing the compression ratio and compactness of $T_i$. Having computed the sequence of weights, $W$, Forth’s algorithm then attempts to select a subset of the covered sets of the TECs in $T$ that covers the input dataset and maximises the product of the coverage and weight of each TEC used in the encoding generated.

6.5 SIACT
Collins et al. (2010) claim that all the algorithms described above can be affected by what they call the ‘problem of isolated membership’. This problem is defined to occur when “a musically important pattern is contained within an MTP, along with other temporally isolated members that may or may not be musically important” (Collins et al., 2010, p. 6).
SIATECCOMPRESS(D)
1 T ← SIATEC(D)
2 T ← SORT TECs BY QUALITY(T)
3 D' ← ∅
4 E ← ⟨⟩
5 for i ← 0 to |T| − 1
6 T ← T[i]
7 ...

Figure 8: A straight-forward implementation of SIATECCOMPRESS.

Collins et al. (2010, p. 6) claim that “the larger the dataset, the more likely it is that the problem will occur” and that it could prevent the SIA-based algorithms from “discovering some translational patterns that a music analyst considers noticeable or important”. Collins et al. propose that this problem can be solved by taking each MTP computed by SIA (sorted into lexicographical order) and ‘trawling’ inside this MTP “from beginning to end, returning subsets that have a compactness greater than some threshold a and that contain at least b points” (Collins et al., 2010, p. 6). This method is implemented in an algorithm that they call SIACT, which first runs SIA on the dataset and then carries out ‘compactly trawling’ (hence “SIACT”) on each of the MTPs found by SIA.

6.6 SIAR

In an attempt to improve on the precision and running time of SIA, Collins (2011, pp. 228–223) defines an SIA-based algorithm called SIAR. Instead of computing the whole region below the leading diagonal in the vector table for a dataset (as in Figure 4(b)), SIAR only computes the first r subdiagonals of this table. This is approximately equivalent to running SIA with a sliding window of size r (Collins et al., 2010; Collins, 2011).

6.7 SIATECCOMPRESS

COSIATEC uses SIATEC on each iteration of its while loop to compute the best TEC to add to the output encoding. Since SIATEC has worst case running time $O(n^3)$ where n is the number of points in the input dataset, running COSIATEC on large datasets can be time-consuming. On the other hand, because COSIATEC strictly partitions the dataset into non-overlapping MTP TEC covered sets, it tends to achieve high compression ratios for many point-set representations of musical pieces (typically between 2 and 4 for a piece of classical or baroque music).

Like COSIATEC, the SIATECCOMPRESS algorithm shown in Figure 8 is a greedy compression algorithm based on SIATEC that computes an encoding of a dataset in the form of a union of TEC covered sets. Like Forth’s algorithm (but unlike COSIATEC), SIATECCOMPRESS runs SIATEC only once (line 1) to get a list of TECs. This list is then sorted into decreasing order of quality (line 2), where the decision as to which of any two TECs is superior is made in the same way as in COSIATEC (described above). The algorithm then finds a compact encoding, E, of the dataset in the form of a set of TECs. It does this by iterating over the sorted list of TECs (lines 5–12), adding a new TEC, T, to E if the number of new points covered by T is greater than the size of its (pattern, translator set) representation (lines 8–12). Each time a TEC, T, is added to E, its covered set is added to the set $D'$, which therefore maintains the set of points covered so far after each iteration. When $D'$ is equal to $D$ or all the TECs have been scanned, the for loop terminates. Any remaining uncovered points are aggregated into a residual point set, R, (line 13) which is re-expressed as a TEC with an empty translator set (line 15) that is added to the encoding. SIATECCOMPRESS does not generally produce as compact an encoding as COSIATEC, since the TECs in its output may share points. However, it is faster than COSIATEC and can therefore be used practically on much larger datasets. Unlike Forth’s algorithm, SIATECCOMPRESS always produces a complete cover of the input dataset.

7. USING THE ALGORITHMS TO CLASSIFY FOLK SONGS

COSIATEC, Forth’s algorithm and SIATECCOMPRESS were used to classify the melodies in the Annotated Corpus (van Krantenburg et al., 2013; Volk & van Krantenburg, 2012) of 360 Dutch folk songs from the collection, On-der de groene linde (Griep, 2008), hosted by the Meertens Institute and accessible through the website of the Dutch Song Database (http://www.liederenbank.nl). The algorithms were used as compressors to calculate the normalized compression distance between each pair of melodies in the collection. Each melody was then classified using the 1-nearest-neighbour algorithm with leave-one-out cross-validation. The classifications obtained were compared with a ground-truth classification of the melodies carried out by expert musicologists.

Four versions of each of the three algorithms were tested:

- the basic algorithm as described above,
- a version incorporating the compactness trawler from Collins et al.’s SIACT algorithm,
- a version using SIAR instead of SIA and
- a version using both SIAR and the compactness trawler.

As a baseline, one of the best general-purpose compression algorithms, bzip2 (Seward, 2010), was also used to calculate NCDs between the melodies.

Table 1 shows the results obtained in this task. In this table, algorithms with names containing “R” employed the SIAR algorithm with $r = 3$ in place of SIA. Algorithms
Table 1: Results of using different compressors to classify the Annotated Corpus of Dutch folk songs using NCD, 1-nn and leave-one-out-cross-validation. SR is the classification success rate, CRAC is the average compression ratio over the melodies in the Annotated Corpus. CRpairs is the average compression ratio over the pairs of files used to obtain the NCD values.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>SR</th>
<th>CRAC</th>
<th>CRpairs</th>
</tr>
</thead>
<tbody>
<tr>
<td>COSIATEC</td>
<td>0.8389</td>
<td>1.5791</td>
<td>1.6670</td>
</tr>
<tr>
<td>COSIARTEC</td>
<td>0.8361</td>
<td>1.5726</td>
<td>1.6569</td>
</tr>
<tr>
<td>COSIARCTTEC</td>
<td>0.7917</td>
<td>1.4547</td>
<td>1.5135</td>
</tr>
<tr>
<td>COSIACTTEC</td>
<td>0.7694</td>
<td>1.4556</td>
<td>1.5138</td>
</tr>
<tr>
<td>ForthCT</td>
<td>0.6417</td>
<td>1.1861</td>
<td>1.2428</td>
</tr>
<tr>
<td>ForthRCT</td>
<td>0.6417</td>
<td>1.1861</td>
<td>1.2428</td>
</tr>
<tr>
<td>Forth</td>
<td>0.6111</td>
<td>1.2643</td>
<td>1.2663</td>
</tr>
<tr>
<td>ForthR</td>
<td>0.6028</td>
<td>1.2555</td>
<td>1.2655</td>
</tr>
<tr>
<td>SIARCTTECCompress</td>
<td>0.5750</td>
<td>1.3213</td>
<td>1.3389</td>
</tr>
<tr>
<td>SIATECCompress</td>
<td>0.5694</td>
<td>1.3360</td>
<td>1.3256</td>
</tr>
<tr>
<td>SIARCTTECCompress</td>
<td>0.5250</td>
<td>1.3197</td>
<td>1.3381</td>
</tr>
<tr>
<td>SIARTECCompress</td>
<td>0.5222</td>
<td>1.3283</td>
<td>1.3216</td>
</tr>
<tr>
<td>bzip2</td>
<td>0.1250</td>
<td>2.7678</td>
<td>3.5061</td>
</tr>
</tbody>
</table>

with names containing “CT” used Collins et al.’s (2010) compactness trawler, with parameters $a = 0.66$ and $b = 3$. The column headed “SR” gives the classification success rate—i.e., the proportion of songs in the corpus correctly classified. The third and fourth columns give the mean compression ratio achieved by each algorithm over, respectively, the corpus and the file-pairs used to compute the compression distances.

The highest success rate of 84% was obtained using COSIATEC. Table 1 suggests that algorithms based on COSIATEC performed markedly better on this song classification task than those based on SIATECCOMPRESS or Forth’s algorithm. All three algorithms use compression ratio and compactness to select the TECs used in their output encodings. The main difference between COSIATEC and the other two algorithms is that COSIATEC removes the points covered by each selected TEC and re-runs SIATEC on the remaining points to select the next TEC. This produces a strict partition of the input dataset into TEC covered sets that are collectively exhaustive in that they collectively cover the input dataset and mutually exclusive (i.e., they do not intersect). On the other hand, the covered sets of the TECs computed by Forth’s algorithm and SIATECCOMPRESS may share points—i.e., they may not be mutually exclusive. Moreover, the set of TEC covered sets generated by Forth’s algorithm may not be collectively exhaustive. The results in Table 1 suggest that the strategy adopted in COSIATEC may better model the cognitive processes used by the musicologists who created the ground-truth classification.

Using SIAR instead of SIA and/or incorporating compactness trawling reduced the performance of COSIATEC. However, using both together, slightly improved the performance of SIATECCOMPRESS. Forth’s algorithm performed slightly better than SIATECCOMPRESS.

The performance of Forth’s algorithm on this task was improved by incorporating compactness trawling; using SIAR instead of SIA in Forth’s algorithm slightly reduced the performance of the basic algorithm and had no effect when compactness trawling was used. The results obtained using bzip2 were much poorer than those obtained using the SIA-based algorithms, suggesting that general-purpose compressors may fail to capture certain musical structure that is important for this task—at least when run on point-set representations of the type used in this study. Of the SIA-based algorithms, COSIATEC achieved the best compression on average, followed by SIATECCOMPRESS and then Forth’s algorithm. COSIATEC also achieved the best success rate. However, since Forth’s algorithm performed slightly better than SIATECCOMPRESS, it seems that degree of compression alone was not a reliable indicator of classification accuracy on this task—indeed, the best compressor, bzip2, produced the worst classifier. None of the algorithms achieved a success rate as high as the 99% obtained by van Kranenburg et al. (2013) on this corpus using several local features and an alignment-based approach. The success rate achieved by COSIATEC is within the 83–86% accuracy range obtained by Velarde et al. (2013, p. 336) on this database using a wavelet-based representation, with similarity measured using Euclidean or city-block distance.

8. CONCLUSIONS

The results in Table 1 suggest that the implicit and explicit knowledge and cognitive processes used by the musicologists who developed the ground-truth classification for the Annotated Corpus of the Dutch folk-song database can be modelled reasonably well by using normalized compression distance (NCD) as a measure of similarity. However, the results also show that the success of such an NCD-based model depends critically on which compressor one uses to produce NCDs and how encoding length is measured. In particular, in this study, compressors based on point-set pattern discovery and TEC compression-ratio performed much better than a baseline general-purpose, string-based compressor of the type used in previous studies that have used NCD for music classification.
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ABSTRACT

Since 2007, ethnomusicologist and engineers have joint their effort to develop a scalable and collaborative web platform for management of and access to digital sound archives. This platform has been deployed since 2011 and hold the archives of the Center for Research in Ethnomusicology, which is the most important collection in Europe. This web platform is based on Telemeta, an open-source web audio framework dedicated to digital sound archives secure storing, indexing and publishing. It focuses on the enhanced and collaborative user-experience in accessing audio items and their associated metadata and on the possibility for the expert users to further enrich those metadata.

Telemeta architecture relies on TimeSide, an open audio processing framework written in Python which provides decoding, encoding and streaming methods for various formats together with a smart embeddable HTML audio player. TimeSide also includes a set of audio analysis plugins and additionally wraps several audio features extraction libraries to provide automatic annotation, segmentation and musicological analysis.

1. INTRODUCTION

In social sciences like anthropology and linguistics, researchers have to work on multiple types of multimedia documents such as photos, videos, sound recordings or databases. The need to easily access, visualize and annotate such materials can be problematic given their diverse formats, sources and given their chronological nature.

In the context of ethnomusicological research, the Research Center on Ethnomusicology (CREM) and Parisson, a company specialized in big music data projects, have been developing an innovative, collaborative and interdisciplinary open-source web-based multimedia platform since 2007.

This platform, Telemeta is designed to fit the professional requirements from both sound archivists, researchers and musicians to work together on big music data. The first prototype of this platform has been online since 2010 and is now fully operational and used on a daily basis for ethnomusicological studies since 2011. A description of theses archives and some use cases are given in Section 4.

The benefit of this collaborative platform for ethnomusicological research has been described in several publications (Simonnot, 2011; Julien Da Cruz Lima, 2011; Simonnot et al., 2014).

This work is partly supported by a grant from the french National Research Agency (ANR) with reference ANR-12-CORD-0022.

Figure 1: Screenshot excerpt of the Telemeta web interface

Recently, an open-source audio analysis framework, TimeSide, has been developed to bring automatic music analysis capabilities to the web platform and thus have turned Telemeta into a complete resource for Computational Ethnomusicology (Tzanetakis et al., 2007; Gómez et al., 2013).

2. THE TELEMETA PLATFORM

2.1 Web audio content management features and architecture

The primary purpose of the project is to provide the ethnomusicological communities with a scalable system to access, preserve and share audio research materials together with their associated metadata, as these data provide key information on the context and significance of the recording. Telemeta ¹, as a free and open source ², is a unique scalable web audio platform for backuping, indexing, transcoding, analyzing, sharing and visualizing any digital audio or video file in accordance with open web standards.

The time-based nature of such audio-visual materials and some associated metadata as annotations raises issues of access and visualization at a large scales. Easy and on demand access to these data, as you listen to the recording, represents a significant improvement.

An overview of the Telemeta’s web interface is illustrated in Figure 1. Its flexible and streaming safe architec-

¹ Telemeta
² http://telemeta.org

Telemeta code is available under the CeCILL Free Software License Agreement
Figure 2: Telemeta architecture

ture is represented in Figure 2.
The main features of Telemeta are:

- Pure HTML5 web user interface including dynamic forms
- On the fly audio analyzing, transcoding and metadata embedding in various formats
- Social editing with semantic ontologies, smart workflows, realtime tools, human or automatic annotations and segmentations
- User management with individual desk, playlists, profiles and group access rights
- High level search engine (geolocation, instruments, ethnic groups, etc...)
- Data providers: DublinCore, OAI-PMH, RSS, XML, JSON and other
- Multi-language support (now english and french)

Beside database management, the audio support is mainly provided through an external component, TimeSide, which is described in Section 3.

2.2 Metadata

In addition to the audio data, an efficient and dynamic management of the associated metadata is also required. Consulting metadata provide both an exhaustive access to valuable information about the source of the data and to the related work of peer researchers. Dynamically handling metadata in a collaborative manner optimises the continuous process of knowledge gathering and enrichment of the materials in the database. One of the major challenge is thus the standardization of audio and metadata formats with the aim of long-term preservation and usage of the different materials. The compatibility with other systems is facilitated by the integration of the metadata standards protocols Dublin Core and OAI-PMH (Open Archives Initiative Protocol for Metadata Harvesting).

Metadata provide two different kinds of information about the audio item: contextual information and annotations.

2.2.1 Contextual Information

In ethnomusicology, contextual information could be geographic, cultural and musical. It could also store archive related information and include related materials in any multimedia format.

2.2.2 Annotations and segmentation

Metadata also consist in temporally-indexed information such as a list of time-coded markers associated with annotations and a list of time-segments associated with labels. The ontology for those labels is relevant for ethnomusicology (e.g. speech versus singing voice segment, chorus, ...).

Ethnomusicological researchers and archivists can produce their own annotations and share them with colleagues. These annotations are accessible from the sound archive item web page and are indexed through the database.

It should be noted that annotations and segmentation can also be produce by some automatic signal processing analysis (see Section 3).

3. TIMESIDE, AN AUDIO ANALYSIS FRAMEWORK

One specificity of the Telemeta architecture is to rely on an external component, TimeSide, that offers audio player function.
web integration together with audio signal processing analysis capabilities.

TimeSide is an audio analysis and visualization framework based on both python and javascript languages to provide state-of-the-art signal processing and machine learning algorithms together with web audio capabilities for display and streaming. Figure 3 illustrates the overall architecture of TimeSide together with the data flow between TimeSide and the Telemeta web-server.

3.1 Audio management

TimeSide provides the following main features:

- Secure archiving, editing and publishing of audio files over internet.
- Smart audio player with enhanced visualisation (waveform, spectrogram)
- Multi-format support: reads all available audio and video formats through Gstreamer, transcoding with smart streaming and caching methods
- "On the fly" audio analyzing, transcoding and metadata embedding based on an easy plugin architecture

3.2 Audio features extraction

In order to provide Music Information Retrieval analysis methods to be implemented over a large corpus for ethnomusicological studies, TimeSide incorporates some state-of-the-art audio feature extraction libraries such as Aubio \(^6\) (Brossier, 2006), Yaafe \(^7\) (Mathieu et al., 2010) and Vamp plugins \(^8\).

As a open-source framework and given its architecture and the flexibility provided by Python, the implementation of any audio and music analysis algorithm can be consider. Thus, it makes it a very convenient framework for researchers in computational ethnomusicology to develop and evaluate their algorithms.

Given the extracted features, every sound item in a given collection can be automatically analyze. The results of this analysis can be stored in a scientific file format like Numpy and HDF5 and serialized to the web browser through common markup languages: XML, JSON and YAML.

3.3 Automatic Analysis of ethnomusicological sound archives

Ongoing works lead by the DIADEMS project consist in implementing advanced classification, indexation, segmentation and similarity analysis methods dedicated to ethnomusicological sound archives.

Besides music analysis, such automatic tools also deal with speech and noises classification and segmentation to enable a full annotation of the audio materials.

In the context of this project, both researchers from Ethnomusicological, Speech and Music Information Retrieval communities are working together to specified the tasks to be addressed by automatic analysis tools.

4. SOUND ARCHIVES OF THE CNRS - MUSÉE DE L’HOMME

Since June 2011, the Telemeta platform has been deployed to hold the Sound archives of the CNRS - Musée de l’Homme \(^9\) and is managed by the CREM (Center for Research in Ethnomusicology). The platform aims to make these archives available to researchers and to the extent possible, the public, in compliance with the intellectual and moral rights of musicians and collectors.

4.1 Archiving research materials

The archives of CREM, the most important in Europe, are distinguished by their wealth:

- Nearly 3,500 hours of recordings of unpublished field.
- Approximately 3700 hours of material published (more than 5000 discs, many of which are very rare).

The collection is sustained by the field missions of researchers on all continents.

Through this platform, archivists can properly ensure the long-term preservation of data and continuously maintain and enrich the associated metadata.

Accessing the collections aid laboratory research, diachronic and synchronic comparisons, the preparation of new fieldwork and the training of PhD students.

Publishing collections also helps researchers making their work more visible. Besides making available and listenable the related corpora, researchers can also append related academic publications and provide temporal annotations to further illustrate their work.

4.2 A collaborative platform

Given the collaborative nature of the platform, both research and archivist can cooperate with colleagues to continuously enrich metadata associated to a sound item or a collection.

Collaborative tools like markers and comments enable researchers from different institutions to work together on some common audio materials. It also allows researchers to exchange data online with communities producing their music in their home countries.

5. CONCLUSION

The Telemeta open-source framework provides the researchers in musicology with a new platform to efficiently distribute, share and work on their research materials. The platform has been deployed since 2011 to manage the Sound archives of the CNRS - Musée de l’Homme which is the most important european collection of ethnomusicological resources.

\(^{6}\) http://aubio.org/

\(^{7}\) https://github.com/Yaafe/Yaafe

\(^{8}\) http://www.vamp-plugins.org

\(^{9}\) http://archives.crem-cnsrs.fr
Furthermore, this platform is offered automatic music analysis capabilities through an external component, TimeSide that provides a flexible computational analysis engine together with web serialization and visualization capabilities. As an open-source framework TimeSide could be an appropriate platform for researchers in computational ethnomusicology to develop and evaluate their algorithms.

Further works on the user interface will enhance the visualization experience with time and frequency zooming capabilities and will thus improve the accuracy and the quality of time-segment base annotations.

Acknowledgments

The authors would like to thank all the people that have been involved in Telemeta specification and development or have provide useful input and feedback. The project has been partially funded by the French National Centre for Scientific Research (CNRS), the French Ministry of Culture and Communication, the TGE Adonis Consortium, and the Centre of Research in Ethnomusicology (CREM).

6. REFERENCES


Uncovering Semantic Structures within Folk Song Lyrics

Gregor Strle
Institute of Ethnomusicology
Research Centre of the Slovene Academy of Sciences and Arts
gregor.strle@zrc-sazu.si

Matija Marolt
University of Ljubljana
Faculty of Computer and Information Science
matija.marolt@fri.uni-lj.si

ABSTRACT

In this paper, we focus on computational methods for natural language processing (NLP) and evaluate some possibilities that NLP methods offer to folkloristics. Due to inherent dialectical diversity and strong intertextuality, folkloristic materials have generally proven to be very challenging for NLP. Our goal was therefore to evaluate different NLP methods and study the semantics generated by respective approaches and their practical implica-tions. Three experiments analyzing a collection of Slovenian folk narrative poems are presented and results discussed.

1. INTRODUCTION

Growth of digital collections in recent years has motivated interdisciplinary research that connects various fields of computer science and humanities. For example, machine learning techniques can today complement researcher’s analysis to uncover latent semantic structures in music, visual materials and text. They go beyond limitations of human (manual) analysis and are especially useful in processing and classification of materials, as they can inspect large amounts of data in relatively short time.

In this article, we focus on computational methods for natural language processing (NLP). NLP is used to solve a wide variety of tasks: machine translation, optical character recognition (OCR), parsing (grammatical analysis), speech recognition and semantic analysis (word-sense disambiguation, topic recognition). We are interested in the latter.

We present three experiments of using NLP to analyze a collection of Slovenian folk poems. In the first, the goal was to get an insight into the conceptual structure of the materials and at the same time discover advantages and disadvantages of two main NLP approaches: a statistical associative approach using Latent Semantic Analysis (LSA (Landauer & Dumais, 1997)) and a probabilistic topic-modeling approach using Latent Dirichlet Allocation (LDA (Blei, Ng, & Jordan, 2003)). There are significant differences between the two in terms of semantics and context they generate.

The synthetic nature of Slovenian language with many morphological rules, as well as strong dialects in singing, which are reflected in transcriptions, made it necessary to lemmatize song lyrics before analysis. We first replaced special characters used for encoding characteristics of dialect groups (such as semivowels, diph-thongization, pitch accents etc.) by their grammatical equivalents. A dialect dictionary was then used to translate the words into literary language and finally a statistical morphosyntactic tagger for the Slovenian language (Grčar, Krek, & Dobrovoljč, 2012) to lemmatize the text.

3. EXPERIMENT 1

Our first experiment has focused on the general characteristics of Slovenian folk song lyrics at the level of poetic (variant) types and topics that intertwine within them. We wanted to get an insight into the conceptual structure of the materials and at the same time discover advantages and disadvantages of two main NLP approaches: a statistical associative approach using Latent Semantic Analysis (LSA (Landauer & Dumais, 1997)) and a probabilistic topic-modeling approach using Latent Dirichlet Allocation (LDA (Blei, Ng, & Jordan, 2003)). There are significant differences between the two in terms of semantics and context they generate.

For our experiments, we selected 1,965 variants of Slovenian folk narrative poems (Golež Kaučič, Kumer, Terseglov, & Vrčon, 1998; Golež Kaučič, Kumer, Šivic, Terseglov, & Vrčon, 2007), part of our multimedia digital library EthnoMuse (Strle & Marolt, 2012). The selection includes narrative poems about love and fate conflicts and about family fates and conflicts. The songs date back to 18th and 19th century, with some variant types represented by only one variant, whereas others have up to 180 versions and are still sung today. Thematically, the variants are closely related, as they share similar stories about death, murder, suicide, infidelity, punishment, etc. Moreover, strong intertextuality is present through the whole corpus, which reflects a characteristic folk song phenomenon: traveling of verses, motifs, and thematic patterns from one song to the other. This has strongly affected the results, as most occurring themes and motifs dominated over rarer variant types.
similarities between words in relation to variant types are relatively similar for both analyses - compare for example love and family ballads taken from 4 major clusters is shown in Table 2. As shown in the table, topics about family relations (e.g. ‘son’, ‘mother’, ‘brother’, ‘father’, ‘wife’, ‘mother-in-law’ etc.) correspond more to clusters 1 and 4, which have a higher ratio of family ballads, whereas clusters 2 and 3 include more love oriented topics. Thus even though the entire corpus contains strong intertextuality and themes in both families are very related, the obtained semantic space does include some notion of song families and enables us to place individual (also new or unknown) songs into this space and study their relations to existing materials.

4. EXPERIMENT 2

The goal of our next experiment was to assess whether LDA topics correspond in any way to song families. As described previously, our corpus consists of two main song families: poems about love and fate conflicts and poems about family fate conflicts. Although the themes in both are similar, we wanted to assess whether the topics discovered by LDA have any correspondence to song families. We first calculated distributions over LDA topics for individual variant types within both families by averaging topic distributions of all variants of each type. The purpose of averaging was to reduce the imbalance of the number of variants of each poem type in our corpus, as some types have many (over 50) variants, while others have just a few. This resulted in a set of 90 topic distributions for all 90 variant types in our corpus.

We then used the cosine similarity measure, often used in text retrieval, to cluster the variant types based on similarities of their topic distributions by using the agglomerative hierarchical cluster tree method. We examined the obtained clusters to find out whether they relate to the division of poems into families. The ratio between love and family ballads taken from 4 major clusters is shown in Table 2. As shown in the table, topics about family relations (e.g. ‘son’, ‘mother’, ‘brother’, ‘father’, ‘wife’, ‘mother-in-law’ etc.) correspond more to clusters 1 and 4, which have a higher ratio of family ballads, whereas clusters 2 and 3 include more love oriented topics. Thus even though the entire corpus contains strong intertextuality and themes in both families are very related, the obtained semantic space does include some notion of song families and enables us to place individual (also new or unknown) songs into this space and study their relations to existing materials.

Table 1. Top words and the corresponding variant types for LSA dimensions and LDA topics.

<table>
<thead>
<tr>
<th>LSA variant types and dimensions</th>
<th>LDA variant types and topics</th>
</tr>
</thead>
<tbody>
<tr>
<td>DEATH OF A BRIDE BEFORE WEDDING</td>
<td>DEATH AT A REUNION</td>
</tr>
<tr>
<td>d1: mother child young baby shepherd wreath blood</td>
<td>t1: heart boy Breda head sad hunter Danube</td>
</tr>
<tr>
<td>d2: Ljubljana linden lover boy seduce chamber Tonček</td>
<td>MURDER OUT OF JEALOUSY</td>
</tr>
<tr>
<td>d3: Breda Ljubljana groom mother-in-law linden baby Turk</td>
<td>BRIDE INFANTICIDE</td>
</tr>
<tr>
<td>d4: Breda accident evil house mother-in-law sister groom</td>
<td>t2: love sword kneel sharp neighbor boyfriend blame</td>
</tr>
<tr>
<td>d5: Ljubljana brother linden sea shirt prefer wash lover</td>
<td>t3: home shepherd Mary uncle birth shed rockcradle</td>
</tr>
<tr>
<td>NUN’S SUICIDE FOR LOVE</td>
<td>UNFAITHFUL STUDENT/NEW PRIEST</td>
</tr>
<tr>
<td>d6: convent Ursula nun baptism godmother ring blood</td>
<td>t4: undertaker love priest parish love promise letter</td>
</tr>
<tr>
<td>HUNTER SHOOTS HIS LOVER AND HIMSELF</td>
<td>NUN’S SUICIDE FOR LOVE</td>
</tr>
<tr>
<td>d7: newpriest grave bury church rifle hunter student</td>
<td>t5: love Uršika convent boy Jesus farewell sword</td>
</tr>
<tr>
<td>d8: Ljubljana linden rifle grave hunter shaking leaves</td>
<td>REJECTED LOVER</td>
</tr>
<tr>
<td>d9: Ljubljana linden rifle grave hunter shaking leaves</td>
<td>t6: seduce blood house Vida linden Ljubljanians death</td>
</tr>
<tr>
<td>d10: rifle hunter shaking Tonček leaves face pale</td>
<td>WIDOWER ON BRIDE’S GRAVE</td>
</tr>
<tr>
<td>hunter earth unfortunately rifle son mother remember</td>
<td>t7: tender abandon blood bread Jesus rockcradle married</td>
</tr>
<tr>
<td>noble castle son stand cry dress letter dress give</td>
<td>ABANDONED ORPHANS</td>
</tr>
<tr>
<td>mom wife children find gold adultery measure colorful stick boy</td>
<td>t8: bury window chamber wound grow crying dead</td>
</tr>
<tr>
<td>mountain will water mom hero angry dam girlfriend mother-in-law</td>
<td>PUNISHMENT FOR THE WICKED SONS AND DAUGHTERS-IN-LAW</td>
</tr>
<tr>
<td>brother father house dear ours sister see</td>
<td>t9: gold sea mountain rooster fear crying darling son</td>
</tr>
<tr>
<td>tender live leave quickly name call barely crown world beg</td>
<td>MISTRESS’ LOYALTY REPAYED</td>
</tr>
<tr>
<td>t10: boy fenced heart nosegay dead grieve loyal</td>
<td>t10: boy fenced heart nosegay dead grieve loyal</td>
</tr>
</tbody>
</table>

Table 2. Distribution of songs about love and family - clusters (love:family) and topic descriptions (top words) are shown.
5. EXPERIMENT 3

The third experiment focused on topic distributions among variants in order to assess whether LDA can detect major themes characteristic for individual variant types. We used a supervised learning method, Labeled LDA (LLDA). The procedure is similar to basic LDA analysis, with few minor differences. LLDA is a supervised topic model that uses predefined labels for calculating the topological distributions of the corpus. Thus, we first manually annotated selected variants with labels corresponding to the major theme (or themes) of particular variant (many of the labels represent the most occurring themes in the corpus). Next, we used this annotated dataset (around 18% of the whole corpus) to train our model. In the final phase, the whole corpus was used for inference to find variants best associated with each label globally. Results are shown in Figure 1, which shows thematic structure for selected variant types.

Most variant types share multiple topics, with the main topic for each type shown as most salient. For example, variants of type ‘Mother prevents her son’s marriage’ cover a wide range of topics, predominantly ‘forced marriage’, ‘family’, ‘rejection’ and ‘tragic fate’ of course, which in some variants result in ‘murder’, ‘suicide’ or even ‘infanticide’ due to illegitimately born child. In ‘Punishment of a broken vow’, a young bride-to-be is torn between her (or her mother’s) vow to Jesus (for her to live in a monastery as a nun) and a vow given to her lover, consequently being punished for her weakness; hence topics ‘fidelity’/‘infidelity’, ‘rejection’, ‘murder’, ‘death’ and ‘suicide’, with a pinch of ‘priesthood’ in-between. LLDA can disambiguate different senses of unresolved love. For example, thematically similar to the previously mentioned ‘Punishment of a broken vow’ are two variant types ‘Death of a girl married far away’ and ‘Death of a bride before marriage’, but here the emphasis is on ‘forced marriage’ and consequently ‘death’.

Some variant types have a single dominant topic. For example, type ‘Homicide because of incest’ has appropriate topic distribution with ‘incest’ prevailing over other context-related topics, such as ‘family’ and ‘tragic fate’, which are activated to a lesser extent. The extreme cases of single topic dominance are for example the three variant types ‘The condemned infanticide’, ‘Stepmother and her stepchild’ and ‘Deceitful abduction of a young mother’, with the former two having at least ‘tragic fate’ in common.

An interesting example is variant type ‘Poisoning of own sister’. Here, the predominant topic given by LLDA is ‘kidnapping’, even though in the second part of the ballad the story slowly gravitates towards enmity between the two sisters, Zarika (Dawn) and Sončica (Sun), and ends with the former murdering the latter. But it is important to point out that ‘murder’ is only vaguely expressed in the ballad, with no hint before the metaphorical last verse “The sister does not recognize her / And gives snake’s poison for her to drink“, whereas ‘kidnapping’, and later ransom and rescue from “strong and evil” Turks, is made explicit.

As a rule, topic distributions for variant types with strongly expressed or dominant topics (such as ‘infanticide’ and ‘kidnapping’) will often show single topic dominance, whereas types with less dominant or more obscure themes (e.g. ‘tragic fate’ or ‘rejection’) will commonly share multiple topics. Moreover, due to strong in-

![Figure 1. Topic distribution for selected variant types. 15 annotated topics from top down: fidelity, incest, infanticide, stepmother and orphan, family, rejection, infidelity, suicide, jealousy, murder, priesthood, tragic fate, forced marriage, kidnapping and death.](image-url)
tertextuality, stories about murder, for example, prevail throughout the whole corpus, whereas stories about kidnap-}


gs to melodic spaces obtained by analyzing relat-

eral (e.g. dimensions overlap) given the topical distribu-


tions compared to statistical similarity put more discriminative and hence interpretable semantic


tions of the corpus. This is in line with the results from previous studies, (Blei et al., 2003; Steyvers & Griffiths, 2007) that show that probabilistic models generally output more discriminative and hence interpretable semantic structures compared to statistical similarity-space models.


In our future work we plan to enrich the studied mate-


rials with other song families and use the described tech-


iques to visualize and explore the obtained semantic spaces. Also, we plan to study interrelations of lyric spacers to melodic spaces obtained by analyzing relationships between song melodies.
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1. INTRODUCTION
This paper presents work on profiling the playing styles of individual performers of Shetland fiddle music as a first step towards modelling the transmission of fiddle music throughout Scotland. The Shetland Isles, an archipelago situated 100 miles north of the Scottish mainland, consist of over 100 islands spread over approximately 551 square miles (Figure 1). Being equidistant from Scotland and Norway, the Isles are home to an autonomous heritage rich in social customs which, due to geographic isolation and the relatively low level of infrastructure, are further marked by a high degree of regional variation. As such, the Islands’ fiddle tradition(s) represent an extremely interesting case study for modelling the transmission and evolution of Scottish fiddle music, encompassing local, regional, and national perspectives in different capacities.

This work represents a small scale investigation of computational music analysis and machine learning techniques suitable for modelling fiddle performance style. We examine a core set of fiddle performers from across Shetland with the aim of identifying distinguishing characteristics and developing models which can help study the transmission of this musical tradition.

2. AIM
There are two distinct aims of this study. First we seek to identify and extract salient musical features which can discriminate performance styles across fiddlers in the Shetland Isles. Second we want to test the efficacy of these features in simple modelling procedures aimed at grouping these musicians based on performance style. This work presents a nascent framework for the musicological investigation of the transmission of traditional fiddle music in this area.

3. METHOD
3.1 Corpus
As a basis for this work we collected a corpus of 52 music tracks from 5 performers across the Shetland Isles. These tracks were collected from the Tobar an Dualchais website. Tobar an Dualchais is a project led by Sabhal Mòr Ostaig, University of the Highlands and Islands, and the School of Scottish Studies at the University of Edinburgh.

1 http://www.tobarandualchais.co.uk/

Figure 1: The Shetland Isles.

The project website provides material consisting of folklore, songs, and music. The original sound recordings are a combination of field recordings made on a Nagra III reel-to-reel tape recorder with Sennheiser microphones and copies of tapes of unknown origin. These were captured as monophonic wave files at 22.1KHz, 16 bit resolution.

3.2 Music descriptors
Many factors contribute to the unique sound of Shetland fiddle music, including an immediately distinguishable rhythmic quality determined by bowing styles intimately related to indigenous dance choreographies, and a degree of microtonality arising from the position in which the instrument is held. Figure 2 illustrates the ‘old’ style of holding the violin against the player’s chest rather than under the
chin, which afforded his left hand less flexibility in stopping the strings compared to the modern classical hold (Cooke, 1986). For the purposes of this study we conducted an initial experiment seeking to characterise these stylistic differences by examining spectral features. We also present some early work examining the use of pitch contours to capture objective measures relating to microtonality.

We extracted the standard set of spectral and timbral features provided by the MIR Toolbox for Matlab (Lartillot & Toiviainen, 2007). For a representation of pitch contour, we implemented an algorithm by Cano et al. (2014), this is fully described in Section 5.

3.3 Modelling

We implement a simple K-Nearest Neighbour (K-NN) algorithm using the Euclidean distance measure and 1 nearest neighbour. Our objective is to produce a simple, informative model based an interpretable set of features. In order to reduce the size of the feature space we use the ReliefF feature selection algorithm (Frank & Witten, 2005). Using this method we identified the 3 most informative features. The model was evaluated using 5 fold cross-validation.

4. RESULTS

In the initial experiment we implemented the ReliefF feature selection process to identify a subset of 3 salient features. Our motivation for this feature space reduction is the relatively small corpus size, and amount of performer classes. The features selected by the algorithm largely describe statistics of the spectral frame-based representation. These include:

- Spectral brightness (frame-wise mean)
- Spectral centroid (frame-wise mean)
- Spectral kurtosis (frame-wise std)

Training the K-NN classifier with these features, the algorithm reported a cross validation accuracy of 73.1%. The confusion matrix in Table 1 shows performer class-by-class accuracy (See Table 2).

<table>
<thead>
<tr>
<th>Predicted class</th>
<th>rb</th>
<th>bp</th>
<th>wh</th>
<th>ji</th>
<th>ap</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rb</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>bp</td>
<td>3</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>wh</td>
<td>1</td>
<td>0</td>
<td>5</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>ji</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>ap</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

Table 1: Confusion matrix.

Both spectral centroid and brightness are measures of high frequency content in an audio signal. These initial results indicates the importance of high frequency content in traditional fiddle playing style. The third feature kurtosis, which describes the extent to which the peak of a distribution differs from that of the normal distribution, is perhaps less intuitive. As these are preliminary results, we plan to fully investigate the meaning of this feature in future work.

5. CURRENT WORK

To further characterize each performance, the use of pitch contours in conjunction with a transcription algorithm is proposed. We use the method presented in (Cano et al., 2014) further improved to better handle glissandos. This method extracts frame-wise instantaneous frequency sequences using the method proposed in (Salamon & Gómez, 2012). Each pitch sequence is then processed to obtain the sequence of tones that represents each performance. While having tone information can evidence important performance characteristics related to timing and phrasing, having frame-wise instantaneous frequency sequences allows the study of micro-variations in pitch and intonation that could be representative features of the different performance styles. In Figure 3, an example plot is shown where the pitch sequence and transcription results of a segment of a fiddle performance are presented. This excerpt is from the album Bold by contemporary Shetland fiddler,
Catriona MacDonald (MacDonald, 2000). The piece begins with an archive recording of the tune ‘Three Drunken Fiddlers’ by Gibbie Gray, a fiddle player from Shetland who lived between 1909 and 1989. The tune is then picked up by MacDonald and highlights the stark stylistic differences between traditional and contemporary performance styles. In both plots, the blue lines show the pitch contours, the different tones are shown as grey bars, and the mean frequency of each tone is indicated with a red line. It can be seen that the traditional performance in Fig. 3a shows more micro-variations in pitch throughout the duration of each tone. In contrast, the contemporary performance in Fig. 3b shows more stable pitch contours with less variations and more precise transitions between tones. These are only general observations on this particular example; however, they are good indicators of the analysis possibilities available when pitch contour studies and automatic music transcription are conducted.

The development of pitch contour features also helps to overcome the phenomenon known as the album effect, a common problem in the field of Music Information Retrieval (Kim et al., 2006). In our corpus, many of the recordings were captured with tape-based equipment which may be subject to idiosyncrasies. In order to mitigate the effects of these extra-musical characteristics, and to avoid biasing our classifier, we turned to pitch contour features. As these focus on tonal representations they are essentially independent of the recording process.

6. CONCLUSION

In this paper we presented work towards performer profiling of traditional Shetland fiddle musicians. In our preliminary experiment, the modelling process shows good results using musical descriptors based on spectral features. With this approach we reached 73.1% accuracy using K-NN classifier combined with ReliefF feature selection algorithm.

As part of ongoing work we also presented features based on pitch contour. The aim was to capture microtonal differences in performance, and mitigate idiosyncrasies relating to the original recording method which could bias our classification results.

Although in very early stages, both of these methods show considerable promise for the task of performer classification in this context. In future work we hope to expand the corpus, investigate new features, and move towards unsupervised feature identification. The overall driving force of this work will be interpretable features and models which support the musicological study of the transmission of traditional music across Scotland.

<table>
<thead>
<tr>
<th>Performer</th>
<th>ID</th>
<th>No Tracks</th>
<th>Region</th>
</tr>
</thead>
<tbody>
<tr>
<td>Robert Bairnson</td>
<td>rb</td>
<td>5</td>
<td>Mainland</td>
</tr>
<tr>
<td>Bobby Peterson</td>
<td>bp</td>
<td>14</td>
<td>Mainland</td>
</tr>
<tr>
<td>Willie Hunter</td>
<td>wh</td>
<td>7</td>
<td>Mainland</td>
</tr>
<tr>
<td>John Jamieson Irvine</td>
<td>ji</td>
<td>11</td>
<td>Whalsay</td>
</tr>
<tr>
<td>Andrew Poleson</td>
<td>ap</td>
<td>15</td>
<td>Whalsay</td>
</tr>
</tbody>
</table>

Table 2: Performer information.
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ABSTRACT
In this explorative study, we investigate the phrasal structure of a set of 100 monophonic jazz solo taken from the WEIMAR JAZZ DATABASE. The main purpose was to see whether phrase form structure might lead to useful features for computational jazz solo analysis. To this end, we extracted basic statistical descriptors for phrases such as the number of notes, event density, total duration etc. Furthermore, we analysed the self-similarity of phrase sequences with regard to semitone intervals and duration classes and in combination. Phrase form structure can be characterised by coherence values and runlengths. As expected, form coherence values are generally very low with duration-based form coherence being higher than interval-based or combined form structure. John Coltrane was found to be an exceptional case with very high duration-based coherences. Furthermore, a global tendency to increase in event density (i.e., intensity) at the beginning of solos was observed.

1. INTRODUCTION
In the second part of our explorations into phrase form structure (PFS), we examine monophonic jazz solos. Compared to folk songs, these solos represent quite a different set of data: solos are improvised not composed (or fixed by tradition), they are much longer, do not contain lyrics, and employ much more advanced rhythmic and tonal devices. Nevertheless, they are also structured in phrases, on a generative as well as on a perceptive level. Moreover, jazz musicians and their solos are also rooted in Western music traditions, which might be reflected in the PFS. From the outset, we do not except very large inner coherence in the PFS, since jazz solos are often thought to be structured like ad-lib speeches (Johnson-Laird, 2002). But motivic improvisation might lead to phrase coherence. Moreover, one could suppose that form coherence is used as a dramaturgical device. For example, a series of phrases with high similarity in the rhythmic or tonal domain can be used by the soloist to increase intensity or just to convey coherence. Likewise, phrase lengths and event densities can be employed to increase or lower the “power” level. The present studies sets out to explore such relationships, to check some of the stated hypotheses and to search for useful features.

To our knowledge, this is the first study which explores phrase form structure in jazz solos using a large set of data. Jazz researchers examined phrase structures in the past (e.g., Downs, 2001; Love, 2012), but rarely with regards to phrase similarities, and usually not using statistical methods but focusing on selected examples.

Form in music is generally a hierarchical and multi-layered phenomenon. Phrase form structure as considered here is not to be confused with the form of the underlying composition. Those structural levels might coincide, but often do not (Love, 2012). In the following, “form” is nearly always to be understood as “phrase form structure”.

2. DATA
The analysis was carried with help of the WEIMAR JAZZ DATABASE included in the MeloSpySuite software toolkit\footnote{Available at http://jazzomat.hfm-weimar.de} (Frieler et al., 2013), which at the time of the study (February 2014) contained 106 annotated monophonic jazz solos covering a wide range of soloist and styles. For technical reasons, only a subset of 100 solos from 38 soloist with a total of 368 choruses, 2643 phrases and 42015 tones was included in the study. Phrase annotation for jazz solos suffers from the same issues as folk songs, even though in the case of wind instruments phrase boundaries often coincide with breathing rests. The phrase annotation for this study was done by the transcribers of the solos which are musicology and jazz students. The data are in a pre-final status, which means they were cross-checked by an independent transcriber for basic correctness, which, however, did not include a revival of phrase boundaries.

3. METHOD
To extract the form information, similarity values between each phrase of a song were calculated using edit distance (Levenshtein, 1965) on a interval-based or duration-class-based representation of the melody. Form strings (such as $AAAA, ABCD$ etc.) were extracted from the resulting self-similarity matrices using fixed numerical thresholds. Two phrases $p_i, p_j$ were deemed similar if $\sigma_I(p_i, p_j) \geq 0.6$ for intervals and $\sigma_D(p_i, p_j) \geq 0.7$ for duration classes, where $\sigma(p_i, p_j)$ is the normed edit similarity taking values in $[0,1]$ (Müllensiefen & Frieler, 2004). For a more in-depth discussion on the choice of these values see the accompanying paper Frieler (2014), this volume. Similar phrases were denoted using the same symbol, i.e., no distinction between identical and similar phrases was made for sake of simplicity. The analysis was carried out on the level of whole solos and of single choruses. Additionally, number of notes, total duration (in seconds and in bar units), and event densities (per seconds or per bar)
were calculated for each phrase. Duration of a phrase is defined here as the time-interval between the onset of the first and the offset of the last tone. Bar units are based on a fractional representation of metrical positions, where each measure equals one numerical unit.

This analysis was carried out using the melfeature commandline tool from the MeloSpySuite (Frieler et al., 2013). The resulting data were imported into R (R Core Team, 2013) for further analysis.

4. RESULTS

A majority of 75% of the solos comprise 4 or less choruses, the median is 2 and the mean is 3.5 choruses. 30 solos consist of only 1 chorus and 28 of 2 choruses. A small peak can be found at 8 choruses (6 instances), possibly due to a previous arrangement of the musicians. Descriptive statistics of all used variables can be found in Tab. 1. Phrases have an average duration of about 3 sec, which coincides with estimates for the subjective presence time (Fraisse, 1982). This is also in good agreement with previous studies on ideational flow in jazz piano solos (Schütz, 2011; Lothwesen & Frieler, 2013). The mean length in bar units is about 2 bars.

Curiously, the mode of the distribution lies at 19 phrases with 8 instances, most likely just a chance result. For phrase lengths less or equal 16 phrases, there is a preference for an even number of phrases, which is the case for 77% solos. This is in agreement with our observations for folk songs (Frieler, 2014), and might be a reflection of the form of the underlying compositions, which are rooted in Western music traditions and thus prefer even-numbered structures. Beyond a length of 16 phrases, the situation is rather opposite—about 60% have odd number of phrases. Interestingly, the number of phrases is strongly decreasing with chorus position. A Spearman rank test for phrase count and chorus position became highly significant (p < 0.0001, ρ = −0.42, cf. Tab. 2). While the first choruses have a mean of 10.6 phrases, this number drops down to 4.0 for the sixth chorus. This correlation is rather stable; disregarding very short (less than 3 choruses) and very long solos (more than 11 choruses) it is still highly significant (p < 0.0001, ρ = −0.46).

In Tab. 2, Spearman rank correlations between chorus and phrase position and various descriptors can be found. Most of these correlation are either non-significant or they indicate uncorrelatedness. Only event density (tones per second) is increasing with chorus and phrase position. However, this correlation is only occasionally present on the level of single solos (9 solos had significant correlation of event density with chorus position, and 13 with phrase position, but not always in the same direction).

In total, 72 different interval phrase form strings (IF) and 97 duration-based phase form strings (DF) were found, which gave rise to 58 distinct combined phrase form classes (CF). Combining was done by enumerating each unique pair of IF and DF symbols of a song with a new form symbol. As expected, many form strings were basically sequences of different form parts with only occasional repetitions. The most frequent form was ABCDEFGH with 5 instances for IF and 3 instances for DF.

One can define the coherence of a form as the amount of contained repetition, i.e. the number of unique elements divided by the total length of the form (subtracted from 1 for better interpretation). A coherence of 0 means that no form part is repeated, whereas a coherence of 1 can only be reached in the limit of a single, infinitely repeated part. We found a median coherence for IFs and CFs of 0.0, and for DFs of 0.25 (c.f. Tab. 1). As for folk songs, DF coherence is much higher than IF coherence (Frieler, 2014). Generally, the very low IF coherence might indicate that motivic improvisation is not very common or, alternatively, that it is not captured by our (rather simplistic) method of similarity calculation. Moreover, motivic improvisations should result in runs of similar phrases. To check this, we calculated run lengths for all form strings of all types. The median IF runlength is 0 (AM=0.42), the median DF runlength is 1 (AM=1.52), and the median CF runlength is 0 (AM=0.18). Three-quarter of all solos have not a single IF run, whereas 38 have no DF run, and 88 solo no CF run. The longest IF run with 5 repetitions, which was also the longest CF run, occurred in Freddie Hubbards solo on “Society Red”. The longest DF with 11 elements was performed by John Coltrane in his legendary solo on “Giant Steps”. A analysis of variance on DF run lengths revealed that John Coltrane is the only soloist in the database with a tendency to use DF runs (F(37, 62) = 1,704, p = 0.031, R^2_{adj} = 0.21). With regard to IF and CF runs, no difference between performers could be found, the same holds for IF and CF coherences. Again, John Coltrane was the only soloist which differed in DF coherence (F(37, 62) = 2,011, p = 0.007, R^2_{adj} = 0.27). Coltrane’s mean DF coherence is 0.22^2, about twice as high as the overall mean of 0.13. Furthermore, a analysis of variances for mean run lengths of the three different form types was carried out. For IF, Curtis Fuller and Kenny Garrett showed a tendency to longer runlengths. For DF, this was the case for Coleman Hawkins, Bob Berg, and Clifford Brown. However, this analysis has to be taken with care, because in general runs occur rarely, and for the majority of soloist there are only 1 or 2 solos in the database.

5. CONCLUSION

In this explorative study, we reported on basic statistics of jazz solo phrases in a relatively large set of 100 solos. We found that event density correlates high with chorus and phrase position, which might result in an increase in intensity during the course of a solo. The fact, that this correlation is only found at the corpus level and only occasionally for individual solos, can be interpreted such, that solos in general show a tendency to increase in intensity at the beginning. The same effect is observed for phrase positions as well.

---

^2 The DF coherence values for all 7 solos of John Coltrane are “Central Park West”: 0.00, “26-2”: 0.13, “Mr. P.C.”: 0.16, “Blue Train”: 0.17, “Countdown”: 0.26, “Giant Steps”: 0.31, “So What”: 0.54.
Table 1: Descriptive statistics of various indices. Range is indicated in the format (min, max). AM=arithmetic mean, SD=standard deviation. X/Y means “(Number of) X per Y”. Densities and duration are measured absolutely in seconds or relatively in bar units. Very small event-densities are due to one-note phrases. IF, CF, and DF coherences measure the amount of repetition in a phrase form structure. For more details see text.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Median</th>
<th>AM</th>
<th>SD</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Choruses/solo</td>
<td>2.00</td>
<td>3.54</td>
<td>3.57</td>
<td>(1, 19)</td>
</tr>
<tr>
<td>Phrases/solo</td>
<td>23.00</td>
<td>25.94</td>
<td>15.15</td>
<td>(3, 66)</td>
</tr>
<tr>
<td>Phrases/chorus</td>
<td>18.00</td>
<td>20.97</td>
<td>13.26</td>
<td>(1, 66)</td>
</tr>
<tr>
<td>Tones/solo</td>
<td>370.50</td>
<td>411.90</td>
<td>261.87</td>
<td>(50, 1172)</td>
</tr>
<tr>
<td>Tones/chorus</td>
<td>92.00</td>
<td>113.90</td>
<td>80.71</td>
<td>(10, 616)</td>
</tr>
<tr>
<td>Tones/phrase</td>
<td>12.00</td>
<td>15.9</td>
<td>13.5</td>
<td>(1, 129)</td>
</tr>
<tr>
<td>Event density/phrase (sec)</td>
<td>5.38</td>
<td>5.76</td>
<td>2.43</td>
<td>(0.26, 19.47)</td>
</tr>
<tr>
<td>Event density/phrase (bars)</td>
<td>7.62</td>
<td>8.65</td>
<td>4.36</td>
<td>(0.74, 38.79)</td>
</tr>
<tr>
<td>Duration/phrase (sec)</td>
<td>2.37</td>
<td>2.95</td>
<td>2.28</td>
<td>(0.03, 20.64)</td>
</tr>
<tr>
<td>Duration/phrase (bars)</td>
<td>1.53</td>
<td>2.04</td>
<td>1.71</td>
<td>(0.23, 12.62)</td>
</tr>
<tr>
<td>IF coherence</td>
<td>0.00</td>
<td>0.04</td>
<td>0.06</td>
<td>(0.00, 0.25)</td>
</tr>
<tr>
<td>DF coherence</td>
<td>0.26</td>
<td>0.28</td>
<td>0.20</td>
<td>(0.00, 0.83)</td>
</tr>
<tr>
<td>CF coherence</td>
<td>0.00</td>
<td>0.02</td>
<td>0.04</td>
<td>(0.00, 0.22)</td>
</tr>
</tbody>
</table>

Table 2: Spearman rank correlations $\rho$ of phrase statistics vs. chorus and phrase position.

<table>
<thead>
<tr>
<th>Position</th>
<th>Variable</th>
<th>$\rho$</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chorus position vs.</td>
<td>Number of phrases</td>
<td>$-0.51$</td>
<td>0.000***</td>
</tr>
<tr>
<td></td>
<td>Number of notes</td>
<td>$+0.07$</td>
<td>0.002***</td>
</tr>
<tr>
<td></td>
<td>Event density (sec)</td>
<td>$+0.23$</td>
<td>0.000***</td>
</tr>
<tr>
<td></td>
<td>Event density (bars)</td>
<td>$-0.03$</td>
<td>0.129</td>
</tr>
<tr>
<td></td>
<td>Total duration (sec)</td>
<td>$-0.04$</td>
<td>0.024*</td>
</tr>
<tr>
<td></td>
<td>Total duration (bars)</td>
<td>$+0.09$</td>
<td>0.000***</td>
</tr>
<tr>
<td></td>
<td>IF coherence</td>
<td>$-0.06$</td>
<td>0.204</td>
</tr>
<tr>
<td></td>
<td>DF coherence</td>
<td>$-0.08$</td>
<td>0.112</td>
</tr>
<tr>
<td></td>
<td>CF coherence</td>
<td>$-0.03$</td>
<td>0.566</td>
</tr>
<tr>
<td></td>
<td>Coherence difference</td>
<td>$-0.06$</td>
<td>0.253</td>
</tr>
<tr>
<td>Phrase position vs.</td>
<td>Number of notes</td>
<td>$-0.02$</td>
<td>0.248</td>
</tr>
<tr>
<td></td>
<td>Event density (sec)</td>
<td>$+0.17$</td>
<td>0.000***</td>
</tr>
<tr>
<td></td>
<td>Event density (bars)</td>
<td>$+0.04$</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td>Total duration (sec)</td>
<td>$-0.11$</td>
<td>0.000***</td>
</tr>
<tr>
<td></td>
<td>Total duration (bars)</td>
<td>$-0.03$</td>
<td>0.083</td>
</tr>
</tbody>
</table>

For the significant decrease of phrase count with chorus position, we have currently no explanation. Regarding coherence, a few individual differences could be found, especially for John Coltrane, who has a much higher DF coherence. As expected, all coherences are generally rather low, but DF coherence is always higher than IF or CF coherence, just as for folk songs (Frieler, 2014). This could hint to an universal phenomenon in music. However, it might primarily be the result of a much smaller space of possible durations classes (here: five) compared to a larger event space for intervals, even though both event spaces are constrained by further tonal or metrical conditions. This need further examination.

All in all, phrase form structure as such seems to be only weakly exploitable for useful features, though, as the solos of John Coltrane show, it might be possible to capture exceptional cases. Other phrase characteristics such as event densities are more likely to be useful. However, our findings nicely corroborate the above cited analogy of jazz solos to ad-lib speeches (Johnson-Laird, 2002). In contrast, folk songs might more comparable to poems, which classically show more inner coherence and regularities than speeches or other narrative prose.
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ABSTRACT

In this paper, we analyze onset characteristics to try to identify important differences between two famous Turkmen dutar performers in terms of patterns of timing. We first analyzed annotated onset data for equivalent excerpts from recordings by these two musicians. We then analyzed unannotated onset data for a larger set of entire recordings. These analyses showed several conclusions. First, during introductory strumming outside the context of a composed melody, the two have different timing habits. Mylly aga is more consistent and Pürli aga more varied in terms of recurring inter-onset-intervals (IOIs). Second, during through-composed melodies, the timing profiles of the two musicians are very similar. This perhaps reflects the traditional Turkmen emphasis on preserving the form of traditional compositions in great detail and the attention paid to strumming technique. Finally, we found that automatically derived representations of rhythmic patterns, referred to as pulsation matrices, could be useful for identifying departures from typical timing patterns, which we could then analyze in order to understand such variations and their possible significance.

1. INTRODUCTION

The Turkmen dutar is the most popular traditional instrument in Turkmenistan, a former Soviet republic in Central Asia. It is a two-stringed, fretted lute which is strummed without a pick, using a variety of right-hand techniques. Virtuosos in some parts of the country have developed a repertoire of complex, through-composed pieces which have traditionally been transmitted orally through master-disciple lineages. In Turkmenistan, musicians and listeners often focus on right hand strumming style and technique in their discussions of dutar performances. Rhythm and timing are thus emphasized in evaluations of playing style.

In this paper, we analyze onset characteristics to try to identify important differences between famous performers in terms of patterns of timing. We will focus specifically on perhaps the two most prominent dutar players of the 20th century: Mylly Tamyradow (1885-1960), and Pürli Saryýew (1905-1970). According to local convention, we will refer to these two as Mylly aga and Pürli aga, respectively. Mylly aga enjoys a reputation as a heritage-bearer, a great teacher who preserved old versions of traditional pieces and passed them on unchanged to students who would be leaders of the next generation of dutar greats. He is also celebrated for his unsurpassed technical mastery of the instrument. Pürli aga, by contrast, is known as an innovator and stylist, and is often credited with improvising new passages in traditional compositions, constantly exploiting spaces for variation and development on the fly. For more details on the Turkmen dutar and its players, please refer to Fossum (2010).

We took two different approaches in order to identify differences and similarities between Mylly aga and Pürli aga in terms of their timing habits. The first applies a semi-automatic approach, in which onsets are first determined using a signal analysis software, and these detected onsets are then corrected manually. Using this first method, we are able to focus on short excerpts played by both musicians and compare the timing of onsets observed for the two musicians in a representation that summarizes the observed Inter-Onset-Intervals (IOI) in a histogram. The second approach uses a representation presented in Holzapfel (2013), referred to as pulsation matrix. A pulsation matrix can be derived from an audio signal without any annotation, and allows therefore for an inspection of rhythmic properties in larger sections of audio.

2. ANALYSIS METHODS AND RESULT SUMMARY

For the first semi-automatic analysis, we selected portions of these musicians recordings, annotating the onsets identified by Sonic Visualizers 1 automatic onset detection feature. For the automatic detection, we applied the note onset detector from the Queen Mary plug-in set, using Spectral Difference with maximum sensitivity as a parameter choice. Due to this choice of parameters, annotation is necessary as the automatic detection in this software sometimes identified onsets that did not correspond to the right hand strokes that we considered meaningful for our timing analysis. We used this annotated data to create summary inter-onset interval histograms (IOI-H) of the recorded segments in question and compare how the two performers had played a collection of sections of musically identical phrases.

This approach allowed us to draw several conclusions. First, when looking at introductory portions of a piece, when the musicians perform a kind of open strumming that is free of melodic content, the two musicians have statistically significantly differences in timing habits. But, second, when we compared the musicians playing through-composed melodic phrases, from a statistical standpoint, it appears that Turkmen musicians attend to timing accuracy to such a level of detail that identifying meaningful timing variations is not feasible using the chosen approach.

1 http://www.sonicvisualiser.org/
for detecting and summarizing onset times in a recording. While the pulsation matrix for different phrases was quite distinct, the profiles for each musician playing the same phrases was similar, with a few exceptions which we will discuss.

For the automatically obtained IOI representations, the pulsation matrices, we analyzed a number of entire recordings of each performer. While we were able to focus on specific phrases using a limited sample size using our first approach, in the second fully automatic approach we were able to analyze a larger duration of recordings. By inspecting the obtained results, we hoped to spot locations in the composed pieces in which the two players differ regarding to their rhythmic style. The approach used the same method as was applied in Holzapfel (2013), where as a first step an onset function is computed that takes large magnitudes in the vicinity of strokes by the dutar players. Then autocorrelations of this onset function are computed in small shifting windows of 2s length with a hop size of 0.2s, which provides us with a pulsation matrix that has the time of the audio recording on its x-axis, and the estimated IOI on its y-axis. Since our manually annotated data showed that the maximum duration between two onsets is 0.5s, we restrict the visualization of the obtained pulsation matrix to this range. We give a simple artificial example in order to explain the visualization in form of the pulsation matrix: In Figure 1 we depict a pulsation matrix that was obtained from a simple sequence of noise bursts of 8s length. Until the middle of this artificial example, only bursts with IOI of 0.2s and 0.4s exist, and in the second half a strong fast component at 0.1 is added. The bright areas indicate these active IOI.

Figure 1: Artificial example of a pulsation matrix that was obtained from a simple sequence of noise bursts of 8s length.

This approach confirmed what we found in our analysis of the shorter melodic phrases: that this method of visualizing timing reveals how similarly, from a broader point of view, these musicians play the same piece, and how comparing pulsation matrices of different pieces shows the extent to which the pieces look rhythmically distinct from each other. However, this approach does allow us to scan a large number of pieces and visually identify occasional moments when one musician momentarily diverges meaningfully from the usual pulsation matrix.

For our first analysis, we visualized the timing profile for a number of introductory kakuw performances by each musician when they were playing in the same meter, 2/4. We analyzed 4 such introductions by Pürli aga and 4 by Mylly aga. What this analysis revealed was that Mylly aga was remarkably consistent in the typical inter-onset intervals that recur in his strumming of kakuw. Across different pieces, both tended to play at a consistent tempo, with the same few IOIs appearing over and over for Mylly aga, and a large variety of changing patterns appearing for Pürli aga. We conducted a statistical test to evaluate if the changes in IOI are likely to be generated by exponential distributions with parameters that are different for the two players. The result was a significantly higher variation in consecutive IOI values for Pürli aga. In Figure 2a and Figure 2b, respectively, we show the two summary IOI Histograms which depict the more stable IOI for Mylly aga, and clearly more multi-modal IOI Histogram for Pürli aga.

3. ANALYZING ANNOTATED TIMING DATA

Turkmen dutar players always begin a performance of a traditional piece by strumming the strings of the dutar open and then playing a short cadential formula. Such an introduction, called a kakuw, is not specific to the piece that is about to be played. Performers improvise the kakuw by stringing together stock rhythmic formulae. Kakuw affords an important opportunity for analysis in that it allows us to see the timing patterns of musicians outside the context of a melody. The musicians are just strumming the strings of the dutar to establish the metrical framework for the approaching composition. Musicians strum the kakuw in a meter that corresponds to that of the piece they are about to play.

For our first analysis, we visualized the timing profile for a number of introductory kakuw performances by each musician when they were playing in the same meter, 2/4. We analyzed 4 such introductions by Pürli aga and 4 by Mylly aga. What this analysis revealed was that Mylly aga was remarkably consistent in the typical inter-onset intervals that recur in his strumming of kakuw. Across different pieces, both tended to play at a consistent tempo, with the same few IOIs appearing over and over for Mylly aga, and a large variety of changing patterns appearing for Pürli aga. We conducted a statistical test to evaluate if the changes in IOI are likely to be generated by exponential distributions with parameters that are different for the two players. The result was a significantly higher variation in consecutive IOI values for Pürli aga. In Figure 2a and Figure 2b, respectively, we show the two summary IOI Histograms which depict the more stable IOI for Mylly aga, and clearly more multi-modal IOI Histogram for Pürli aga.

Figure 2: Summary IOI Histograms for introductory strumming (kakuw), derived from pieces in 2/4 time.
Our next analysis visualizes timing profiles for the two musicians playing the same melodic phrases, the same excerpts from a traditional composition. This analysis revealed several things. First, when we compare the timing profile for the two musicians playing the same phrases, they look strikingly similar. This reflects the fact that the musicians are conservative in guarding the form and rhythmic characteristics particular to the traditional compositions they play. We illustrate this in Figures 3a and 3b, summary IOI Histograms of the musicians playing a set of the same melodic phrases.

Comparing the timing profile of the same musician playing phrases from two different pieces reveals that the timing profile changes according to the piece much more so than according to the musician playing it, at least as far as this method of analysis is able to illustrate.

4. ANALYZING NON-ANNOTATED TIMING DATA OF ENTIRE RECORDINGS

In addition to these analyses of select excerpts from these musicians recordings, we also created IOI representations in the form of pulsation matrices for entire recordings, without annotating the timing data. While the unannotated data was not as accurate in terms of consistently representing the timing of the right hand strokes that we wanted to isolate, it allowed us to scan a larger body of data, comparing the two musicians recordings of the same pieces to spot moments of divergence from each other.

We found that Pürli aga occasionally disrupted the usual timing profile by dramatically shortening or elongating a beat in the music. These moments were rare but may be nonetheless perceptually significant for listeners of Turkmen music who describe Pürli aga as a spontaneous performer who varies material more so than Mylly aga does. One such moment appears in the piece Ene. An IOI Histogram of Mylly aga’s performance of this excerpt is shown in Figure 4a.

In Figure 4b, at the 3 second mark, the histogram of Pürli aga’s performance reveals a disruption of the glowing white line that marks an otherwise consistently recurring IOI in this piece.

If we look at a transcription of this section of Ene, we can explain this disruption of the pulse as a microtiming device Pürli aga uses to draw out the phrasing of the melody. The following graphic (Figure 6) charts the durations, in seconds, of each stroke and beat in this passage.

Here Pürli aga’s beat 5 is more than double the length of his beat 2. What accounts for such dramatic shifts in tempo? The reason for this truncation of the beat is that it
helps to stress the ensuing downbeat. In this case the emphasized downbeat, the chord b-e, constitutes a variation on the main tune. The earlier (standard) appearances of this melody are shown in Figure 6a.

In the passage we just heard, both performers have replaced the progression d-c-d at beat 3 with e-c-d, holding the e for a dotted 16th note to emphasize both the pitch climax and the fact that this represents a deviation from the norm for the tune. While both musicians hold this note, Pürli aga even further emphasizes it by rushing the previous beat to create an anticipatory flourish. We might call this anticipatory flourish a kind of microtiming device.

Pürli aga employs a contrasting microtiming device just three beats later, in the elongated beat 5 illustrated in the graph we just saw. Again, the melodic context reveals the apparent logic behind such timing: the melodic phrase is set to resolve to the tonic a during beats 6 and 7. Anticipating this, Pürli aga taps on the temporal brakes, so to speak. He does so not only by holding the first note in the beat, but also by playing four more or less even 16th notes at this reduced rate, ensuring that the listener hears this as a tempo shift rather than a mere fermata. The precadential positioning of the device is perfectly placed to help the melody shed some excess momentum before settling on the tonic. A pleasing byproduct of this precadential deceleration is its syncopated-sounding disruption of the expected pulse.

Figure 6: Chart graphing the IOIs in a phrase of Ene as performed by Mylly aga (top) and Pürli aga (bottom). Lengths of each bar on the graph represent one beat (one quarter note in the transcription in Figure 5); shaded segments of each bar represent an IOI within the beat.

Such microtiming devices as precadential deceleration and anticipatory flourishes may offer another focal point of microtiming analysis. If we could identify a limited set of such devices and track their appearance across many performances, what patterns would emerge from this data? Do Mylly aga and Pürli aga have favorite microtiming devices or employ them characteristically at particular moments? How do listeners interpret such habits, if they notice them?

Turning to the theme of transmission, we might ask which microtiming devices seem to get transmitted and survive...
across time, what the particular microtiming habits of a musical lineage are, and whether musicians seem to perceive particular microtiming devices as an essential part of a traditional piece to be preserved.

One potential use for creating automatically derived pulsation matrices, then, would be to allow for scanning over a large number of pieces and identifying such moments when they appear. Then a closer analysis of the phrase in question could allow us to consider how the microtiming device compares to other examples we find and draw conclusions about any patterns in the recurrence of such devices.

5. CONCLUSIONS

Our analysis revealed several aspects of timing in Turkmen dutar performance, at least as regards two of the most famous musicians, Pürli aga and Mylly aga. First, during introductory strumming outside the context of a composed melody, the two have different timing habits. Mylly aga is more consistent and Pürli aga more varied in terms of recurring IOIs. Second, during through-composed melodies, the timing profiles of the two musicians are very similar. This perhaps reflects the traditional Turkmen emphasis on preserving the form of traditional compositions in great detail and the attention paid to strumming technique. Finally, we found that creating IOI Histograms could be useful for identifying departures from typical timing patterns, which we could then analyze in order to understand such variations and their possible significance.
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1. ABSTRACT

Audio-score alignment is a multi-modal task, which facilitates many related tasks such as intonation analysis, structure analysis and automatic accompaniment. In this paper, we present a audio-score alignment methodology for the classical Ottoman-Turkish music tradition. Given a music score of a composition with structure (section) information and an audio performance of the same composition, our method first extracts a synthetic prominent pitch per section from the note values and durations in the score and a audio prominent pitch from the audio recording. Then it identifies the performed tonic frequency by using melodic information in the repetitive section in the score. Next it links each section with the time intervals where each section performed in the audio recording (i.e. structure level alignment) by comparing the extracted pitch features. Finally the score and the audio recordings are aligned in the note-level. For the initial experiments we chose DTW, a standard technique used in audio-score alignment, to show how well the state-of-the-art performs in makam musics. The results show that our method is able to handle the tonic transpositions and the structural differences with ease, however improvements, which address the characteristics of the music scores and the performances of makam musics, are needed in our note-level alignment methodology. To the best knowledge this paper presents the first audio-score alignment method proposed for makam musics.

2. INTRODUCTION

Audio recordings and scores are the two most relevant representations of music, both of which provide invaluable information about the melodic, metrical, expressive and cultural characteristics of the music. Audio-score alignment is a multimodal music information retrieval task, which aims to synchronise the musical events in an audio performance of a music piece with corresponding events in the score of the same piece. The aligned information from both sources may be used to enhance or facilitate tasks such as automatic accompaniment, audio-lyrics alignment, source separation, structure analysis, music discovery, tuning and intonation analysis, rhythmic analysis (Müller, 2007).

The current state-of-the-art focuses on aligning scores and audio of Eurogenetic musics. Nevertheless, incorporating knowledge specific to different music traditions in computational tasks might produce more accurate results (Şentürk et al., 2014). In this paper, we propose a audio-score alignment method which addresses some of specificities of Ottoman-Turkish makam music. To the best of our knowledge, this is the first audio-score alignment method applied to makam musics.

This remainder of the paper is structured as follows: Section 3 introduces the basic concepts of Ottoman-Turkish makam music. Section 4 explains the proposed methodology. Section 5 presents the data collection. Section 6 presents the experiments. Section 7 presents the results and the discussions and Section 8 give a brief conclusion.

3. MAKAM MUSIC

Makams are modal structures, which are commonly used in Turkey, Middle East, North Africa, Greece and Balkans. Makams typically involve intervals smaller than a semitone. Moreover the notes are not equal tempered and the tuning/intonation of the intervals might differ with respect to the region, makam and performer. Each performance involves expressive usage of note repetitions, omissions, embellishments and timings (Ederer, 2011). Moreover, the musicians may decide to repeat, insert or omit musical phrases or even entire sections. It is also common to transpose the tonic of a performance due to instrument/vocal range or aesthetic concerns (Ederer, 2011). Makam music is also rich with heterophony, i.e. simultaneous variations of the same melody performed in the register of the instrument(s) or the voice(s) in the vocal pieces (Cooke, 2013). Typically the degree of heterophony increases with the number of instruments/voices, i.e. a solo ney recording is monophonic, while an ensemble/chorus recordings typically consist of complex heterophonic interactions.

In this paper, we focus on the classical Ottoman-Turkish tradition. Arel-Ezgi-Uzdilek (AEU) theory is the mainstream music theory used to explain the classical Ottoman-Turkish music. Note that the tuning and/or the intonation of a performed note might be substantially different from the theoretical interval (Bozkurt et al., 2009). We test our methodology on a collection of audio recordings and scores of pesrev form, which is one of the most common instrumental forms of classical tradition of the Ottoman-Turkish music. Pesreves commonly consist of four distinct hanes and a teslim section, which typically follow a verse-refrain-like structure.

While makam musics are predominantly oral, in classical Ottoman-Turkish music a score representation extending the Western music notation is typically used to comple-
ment the practice (Popescu-Judetz, 1996). The scores do not show any embellishments, expressive decisions, heterophonic interactions, tuning or intonation information of the makam but only the basic melodic progression. The symbols in the music notation typically follow the rules of AEU music theory (Popescu-Judetz, 1996).

4. METHODOLOGY

We define audio-score alignment as synchronisation of the musical events in the score of a composition with the corresponding events in the audio recording of the same composition. In this paper we deal with two levels of granularity in the alignment: 1) Section level, 2) Note level. Our method addresses the some of main challenges of computational analysis of Ottoman-Turkish makam musics namely the transpositions, structural differences and the tuning.

Given a machine-readable score of a composition with the note symbols, the note durations and the annotated section information (i.e. the beginning and ending notes of each section) and an audio recording of the same performance, our method first extracts a prominent pitch of the audio recording 1 and synthesises a prominent pitch from the basic melody of each section indicated in the score such. In the synthesised prominent pitch of each section, the tonic symbol is assigned to 0 and the other note symbols are mapped to the melodic intervals defined by the AEU theory. The audio prominent pitch is also normalised such that the tonic frequency is assigned to 0. We then compute a distance matrix per section in the score between the synthesised prominent pitch of the section and the audio prominent pitch. We convert the distance matrix to a binary similarity matrix by assigning 1 to each point having a pitch distance less than 2.5 Holdrian commas (≈ 56.6 cents, a little bit higher than a quarter tone) and 0 otherwise. Binarisation takes care of the tuning and intonation differences between the synthesised and the performed pitches. In the binary matrices some pixels are distributed such that they form blobs similar to diagonal line segments. These line segments hint the locations of the sections in the audio. We use Hough transform (Duda & Hart, 1972), a common line detection algorithm to detect these lines and hence link the score sections with their corresponding time-intervals in the audio recording using the methodology. 2

Note that for the above methodology to work the tonic frequency of the audio recording should be correctly identified. To handle this issue, we compute a pitch class distribution from the audio prominent pitch and extract the peaks in the distribution as tonic candidates. Assuming each peak as the tonic, attempts to linking the repetitive section using the methodology explained above. The tonic is identified as the pitch class which produces the most confident links. 3

After we link the score sections with the audio recording, the time-interval of each section link is extended by 3 seconds to deal with the tempo differences. Then, we attempt to align the note events within each section with the corresponding time-intervals of the section links in the audio recording. For the preliminary experiments, we aim to present how well a standard alignment technique applied to other musics performs on makam musics.

We use dynamic time warping (DTW), which is a standard technique for audio-score alignment (Müller, 2007, Chapter 4). In order to avoid pathological warping during alignment, a known issue in DTW computation, we apply local constraints as discussed in (Sakoe & Chiba, 1978). We select the step size condition as {(2,1), (1,1), (1,2)}, which is a common local constraint in audio-score alignment (Müller, 2007, Chapter 4). In addition to the local constraint we also apply global constraint as discussed in (Sakoe & Chiba, 1978). The bandwidth of the global constraint is selected as 20% of the query length. Further, we also leverage the condition for the alignment path to be from the start of the strings to the end by implementing a subsequence version of the DTW as described in (Müller, 2007, Chapter 4).

For each section link, we apply subsequence DTW between the features audio prominent pitch extracted from each section link in the audio recording and the corresponding section in score. The extracted features are prominent pitch from the audio recording and synthetic prominent pitch from the section as explained above. We octave-wrap the features to deal with the octave errors and use City Block Distance (L1) for the distance computation at each step in DTW. Octave-wrapped City Block distance was previously shown as an effective and intuitive distance metric for comparing pitch values (Şentürk et al., 2014).

5. DATA COLLECTION

For the initial experiments, we collected 6 audio recordings of 4 peşrev compositions from the classical Ottoman-Turkish tradition. 4 The recordings are performed in a variety of transpositions. There are 51 sections in the audio recordings in total. The duration of the sections are 36.1 seconds on average with a standard deviation of 16.2 seconds.

The scores for each composition are obtained from the SymbTr collection (Karaosmanoğlu, 2012). The SymbTr-scores are machine-readable files, which contains note values on 53-TET (tone-equal tempered) resolution and note durations. These SymbTr-scores are divided into sections that represent structural elements in makam music. The beginning and ending notes of each section are indicated in the instrumental SymbTr-scores. These scores also follow the section sequence of the composition. 5

---

1 We use the Essentia implementation (Bogdanov et al., 2013) of the Melodia algorithm (Salamon & Gómez, 2012)
2 For detailed information on the section linking methodology, we refer the reader to (Şentürk et al., 2014)
3 For detailed information on the tonic identification methodology, we refer the reader to (Şentürk et al., 2014)
4 In the text and in the supplementary results, we use MusicBrainz Identifier (MBID) as an unique identifier for the audio recordings and compositions. For more information on MBIDs please refer to http://musicbrainz.org/doc/MusicBrainz_Identifier.
5 The SymbTr-scores, the audio and composition metadata, the annotations and the complete results are available at http://compmusic.upf.edu/node/218.
6. EXPERIMENTS

Given a score of a composition and an audio recording of the same composition, we align the note onsets in the symbTr-score of a composition with the corresponding audio performance of the same composition using the methodology explained in Section 4 and obtain aligned note onsets in the audio recording.

As the ground truth, we use the manual annotations collected for the evaluation of (Benetos & Holzapfel, 2013). For the data collection explained in Section 4, the total number of the note annotations in the audio recordings are 3896. These annotations typically follow the note sequence in the symbTr. Note that there are 3 inserted and 49 omitted notes in the annotations with respect to the symbTr-scores.

To evaluate the tonic identification, we compare the distance between the pitch class of the estimated tonic and the pitch class of the annotated tonic as explained in (Şentürk et al., 2013). If the distance is less than 1 Hz, the estimation is considered as correct.

To evaluate section linking, we check the time distance between annotated sections and sections links as explained in (Şentürk et al., 2014). A section link is marked as a true positive, if an annotation in the audio recording and the link has the same section label, and the link is marked as a false negative, if an annotation in the audio recording is not aligned with the corresponding onset in the score.

To evaluate the note-level alignment, we compare the aligned note onset and the corresponding annotated onset. We consider the aligned onset as a true positive if the distance is less than ±200ms. If the distance is higher than ±200ms, the aligned onset and the annotated onset are labeled as false positive and false negative, respectively. The insertions are ignored in the evaluation. If the aligned note corresponding to an omitted annotation is not rejected (i.e. the duration is non-zero), it is deemed as a false positive.

From these quantities we compute the $F_1$-scores for section linking and note-level alignment separately as:

\[
P = \frac{t_p}{t_p + f_p}, \quad R = \frac{t_p}{t_p + f_n}, \quad F_1 = 2 \frac{P R}{P + R}
\]

$t_p$, $f_p$, $f_n$, $P$, $R$ and $F_1$ stand for number of true positives, number of false negatives, number of false positives, precision, recall and $F_1$-score, respectively.

Across all the experiments, the tonic is identified correctly (100% accuracy in tonic identification) and all the sections were linked perfectly ($F_1 = 100\%$ for section linking). In the note level our methodology is able to align 2591 notes out of 3896 notes correctly, yielding to an $F_1$-score of 66.1%. The mean, median and standard deviation of the time-distance between the aligned note and the corresponding annotation are 299, 93 and 498 milliseconds, respectively. Moreover, 89.2% of the notes are aligned with a margin of ±1 second, implying that DTW does not lose track of the melody.

Previously in (Şentürk et al., 2013) and (Şentürk et al., 2014) we showed that our linking methodology is highly reliable for tonic identification and section linking. The results in this paper also comply with these previous findings.

To understand the common mistakes in the note-level, we examined the aligned notes against annotated notes. Table 1 shows the results per experiment. The expressive embellishments in the performance (portamentos, legatos, trills etc.) are common reasons of misalignment. For example, DTW infers portamentos as an insertion and the note onsets are aligned around the time when the portamento reaches to the stable note pitch. Similarly when there is a melodic interval less than a whole tone, a trill might cause a note onset to be marked earlier. Since these embellishments are not shown in the score, standard (subsequent) DTW was expected to fail. While we can argue that the section-level alignment is accurateXX, the results in the note-level alignment show that there is still more room for improvement for note-level alignment.

From Table 1, it can be seen that the note-level alignment fails for most of the notes in the audio recording of Segah Peşrev within the ±200ms tolerance. This is a recording with ney and kanun, which consists of heterophonic interactions such as embellishments played by a single musician and time differences in note onsets between the performers. Due to such cases, the time distance between aligned onset and the annotated is typically larger than 200ms. Note that 75% of the notes are still aligned correctly within a tolerance of ±1 second.

<table>
<thead>
<tr>
<th>symbTr-score</th>
<th>Audio MBID</th>
<th>Instrumentation</th>
<th>#Anno</th>
<th>$t_p$</th>
<th>$f_p$</th>
<th>$f_n$</th>
<th>$P$</th>
<th>$R$</th>
<th>$F_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>beyati–pesrev–hafif—seyfettin_omanoglu</td>
<td>70a235bc-674d-4099-89f4-b1860d7b88e7</td>
<td>ensemble</td>
<td>906</td>
<td>790</td>
<td>116</td>
<td>116</td>
<td>87.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>huseyni–pesrev–muhannes—lavtaci</td>
<td>8b781f3c-771c-3d5f-5b5c-356a7df053</td>
<td>ensemble</td>
<td>614</td>
<td>162</td>
<td>132</td>
<td>732</td>
<td>78.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>rast–pesrev–devrikebir—giriftzen_şim</td>
<td>94423e4c-0f3b-4cb3-a060-77a37392501</td>
<td>ney &amp; percussion</td>
<td>302</td>
<td>260</td>
<td>45</td>
<td>42</td>
<td>85.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>segah–pesrev–devrikebir—yusuf_pasa</td>
<td>5c143d3d-0a97-4e04-9b6b-b27a8200f9</td>
<td>ney</td>
<td>673</td>
<td>418</td>
<td>262</td>
<td>255</td>
<td>61.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>262</td>
<td>255</td>
<td>61.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Results of note-level alignment per experiment

8. CONCLUSION

In this paper, we propose a method to align scores of makam musics with their associated audio recordings. Our system is able to handle the transpositions and structural rep-
etitions and omissions in the audio recordings, which are common phenomenon in makam musics. The results obtained from the data collection present a proof-of-concept that a standard technique such as DTW can be effective for audio-score alignment for makam musics in the note level. Nevertheless, we need incorporate additional steps to handle non-notated embellishments and note omissions, insertions and repetitions.

Currently method relies on manual section segmentations in music scores. Manual segmentation of the score is not an difficult task compared to the note-level audio-score alignment itself. Nevertheless, it might be desirable to use other methodologies that do not require structural segmentations (e.g. (Gasser et al., 2013)), especially when we are working on large audio-score collections.

While we didn’t have such an example in our data collection, there can be also omissions, insertions and repetition of phrases inside the sections. Currently, our methodology cannot handle such cases. In the future we want to use the JumpDTW proposed by (Fremerey et al., 2010) to handle phrase omissions, insertions and repetitions. Another approach might be segmentation of the symbolic score into melodic phrases and link extracted phrases from score with the corresponding audio recording. Recently, Bozkurt et al. (Bozkurt et al., pted) came with a method for segmenting music scores into melodic phrases according to the makam and usual information. Our initial experiments using the extracted phrases show that phrase linking is highly accurate. We observed that the erroneously linked phrases are almost identical to the true phrase, differing by very few pitches or durations, hence note-level alignment does not suffer a large number of errors.

We are extending the data collection to cover more examples from the CompMusic collection. In audio recordings with heterophonic interactions (such as the audio recording of Segah Peşrev) there is an ambiguity of the exact timings in the note onsets. To study the implications we plan to make several annotators, annotate the notes in the same set of scores and audio recordings. We will jointly compare the onset markings from each annotator with the aligned onsets produced by the future iterations of our automatic audio-score alignment method.
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ABSTRACT
We apply a lyrics-to-audio alignment state-of-the-art approach to polyphonic pieces from classical Turkish repertoire. A phonetic recognizer is employed, whereby each phoneme is assigned a hidden Markov model (HMM). Initially trained on speech, the models are adapted on singing voice to match the acoustic characteristics of the test dataset. Being the first study on lyrics-to-audio alignment applied on Turkish music, it could serve as a baseline for singing material with similar musical characteristics. As part of this work a dataset of recordings from the classical music tradition is compiled. Experiments, conducted separately for male and female singers, show that female singing is aligned more accurately.

1. INTRODUCTION
Lyrics are one of the most important musical components of vocal music. When a performance is heard, most listeners will follow the lyrics of the main vocal melody. From this perspective, the automatic synchronization between lyrics and music poses a user-demanded research question.

By applying a lyrics-to-audio alignment state-of-the-art approach to classical Turkish songs, we aim to outline the research challenges, raised by the musical aspects peculiar to this music tradition. To this end we compile a dedicated evaluation corpus. This work is performed in the context of the CompMusic project [Serra, 2011], which aims to analyze non-western music traditions in a culture-specific manner. In this respect, the corpus is built as well with the intention to be useful for further music retrieval tasks for the Turkish tradition.

2. ELEMENTS OF CLASSICAL MUSIC OF TURKEY
Şarkı - the scope of this study - is a vocal form in the classical repertoire. Typical for it is that vocal and accompanying instruments follow the same melodic contour in their corresponding registers with slight melodic variations. However, the vocal line has usually melodic predomiance. This musical interaction is termed heterophony.

Additionally, the şarkı form adheres to a well-defined verse-refrain-like structure: a şarkı contains zemin (verse), nakarat (refrain), meyan (second verse), nakarat (refrain) sections, which are preceded by aranağme (an instrumental interlude) [Ederer, 2011].

Concerning language, unlike modern Turkish, Ottoman Turkish is characterized by more loanwords from Arabic and Persian origin. The lyrics language for the şarkı compositions in our evaluation dataset spans both modern and Ottoman Turkish. The Turkish phonology comprises 38 distinctive phonetic sounds, 8 of which are vowels. There are no diphthongs, and when vowels come together, they retain their individual sounding. Lengthening of vowels is realized by a non-pronounced character ş. However vowel length has a negligible importance in sung Turkish.

In classical Turkish singing an expressive effect occurs frequently: When performing vibrato, singers tend to alternate between the original vowel and another helper one, simultaneously to alternating the pitch.

3. RELATED WORK
To date most of the studies of singing voice in general and the automatic lyrics-to-audio alignment in particular are focused on western polyphonic popular music. Many approaches exploit phonetic acoustic features.

An example of such a system [Fujihara et al., 2011] relies on a forced alignment scheme and was tested on Japanese popular music. Since the forced alignment technique was originally developed to carry out the alignment between clean speech and text, accompanying instruments and non-vocal sections deteriorate the alignment accuracy. To address this issue, the authors perform automatic segregation of the vocal line and the alignment is run using phonetic features extracted from the vocal-only signal.

A diametrically different approach is to deploy external information sources. Müller et al. [2007] uses MIDI files, which are manually synchronized to lyrics. By performing mapping of timestamps between an audio recording and a MIDI version of the composition, lyrics are implicitly aligned to the audio.

4. METHOD
Combining aspects of these two methods, in this work we develop a system for the automatic synchronization between vocal şarkı recordings and their lyrics. Similar to the approach of Fujihara et al. [2011] we train a hidden Markov model (HMM) for each phoneme, present in Turkish language.

Furthermore, we exploit a lyrics representation, for which sections are labeled. Songs are segmented into structural
4.1 Training

4.1.1 Training a speech model

In the absence of annotated data of singing phonemes, we train mono-phone models on a big corpus of annotated Turkish speech. Later, we adapt the speech models to match the acoustic characteristics of clean singing voice using a small singing dataset (see Figure 1).

The acoustic properties (most importantly the formant frequencies) of spoken phonemes can be induced by the spectral envelope of speech. To this end, we utilize the first 12 mel-frequency cepstral coefficients (MFCCs) and their difference to the previous time instant.

A 3-state HMM model for each of 38 Turkish phonemes is trained, plus a silent pause model. For each state a 10-mixture Gaussian distribution is fitted on the feature vector.

4.1.2 Adaptation

Mesaros & Virtanen [2008] have proposed to apply an adaptation technique for speaker-dependent speech modeling. The Maximum a posteriori (MAP) transform - applied as well in this work - shifts the mean and variance components of the Gaussians of the speech model towards the acoustic characteristics of the singing voice. An advantage of the MAP transform compared to other adaptation techniques is that it allows the manipulation of each phoneme model independently.

In singing the articulatory characteristics of unvoiced consonants do not vary significantly from these in speech. This is because unvoiced consonants do not bear any melodic line. For this reason we adapted only the vowels and voiced consonants.

4.2 Preprocessing steps

4.2.1 Section Linking

In the şarkı form each vocal segment is associated with a section (e.g. nakarat). Furthermore, a given performance of a şarkı composition typically contains section repetitions or omissions, which are not indicated in the score. Thus, for each audio recording, prior to alignment, we utilize a method for linking score sections to their beginning and ending timestamps [Şentürk et al., 2014] (see Figure 1). Non-vocal aranağme sections are discarded.

To each segmented vocal section we assign the corresponding lyrical strophe automatically, because lyrics syllables are manually anchored to musical notes in the score.

4.2.2 Predominant vocal detection

After section linking a melody extraction algorithm is applied [Salamon & Gómez, 2012]. It extracts the contour of the predominant melodic source and generates time series of pitch values. It performs in the same time a dominant source detection: it returns pitch values of zero for regions with no dominant melody.

**Re-synthesis** Using a harmonic model [Serra & D., 1989], based on the extracted pitch series, we re-synthesize the spectral components corresponding to the first 30 harmonic partials of the singing voice. This results ideally in a vocal line, with no audible instruments. However, some spectral artifacts from accompanying instruments are inevitable, because they follow in parallel the melodic line of the voice. A side effect of the synthesis is that non-voiced consonants are not re-synthesized, which leaves regions of silence (see Figure 2). To handle these special-case-consonants, they are replaced in the pronunciation dictionary by the HMM for silence. MFCCs are extracted from the vocal part, because the harmonic partials keep the information about articulation.
A challenge for lyrics-to-audio alignment is posed by regions, in which the predominant source is a solo instrument, because its pitch is detected instead of voice and respectively the synthesized audio does not represent voice. In all sections of the şarkı form (except aranağme), solo instruments can be present at interludes preceding the vocal phrases. To accommodate these instrumental regions, we train a single-state background noise HMM that captures the timbre of background instruments.

4.3 Alignment

The lyrics are expanded to phonemes based on grapheme-to-phoneme rules for Turkish [Özgül Salor et al., 2007, Table 1]. In this way, the HMMs are concatenated into a phoneme network. At the beginning and end of the network for each section, the background noise model (NOISE) is appended. Setting it as optional allows the recognizer to activate it or not, depending on whether sound from background instruments was re-synthesized.

Figure 3 presents an example of such a network.

Figure 3: Example of recognition grammar. Curly brackets denote one or more occurrence, square brackets denote zero or more occurrence, and vertical bars denote alternatives.

The phoneme network is then aligned to the extracted features by means of the Viterbi forced alignment. The alignment is run for each segmented section separately.

5. EXPERIMENTAL SETUP

To train the speech model and adapt it to singing voice, as well as to run the forced alignment, the HMM Toolkit (HTK) [Young & Young, 1993] is employed. The alignment is run on the re-synthesized voice-only counterparts of the original.

5.1 Datasets

The speech dataset, used for training, encompasses clean speech totaling to approximately 500 minutes of speech [Özgül Salor et al., 2007].

The test dataset consists of 10 single-vocal şarkı performances (5 distinct male and 5 distinct female). The recordings are selected from a musicBrainz collection of Turkish music1, whereas scores are provided in the machine-readable symbTr format [Karaosmanoğlu, 2012]2. The phrase boundaries of each song section were manually annotated, whereby a phrase corresponds roughly to a musical bar and contains 1 or 2 words. Each recording contains on average 15 phrases resulting in total to 150 phrases to be aligned. Phrase-level alignment accuracy of the detection results is reported (in terms of the absolute error in seconds).

5.2 Results

Statistics of the alignment errors are summarized in table 1.

The alignment accuracy for female singing voice is slightly better than for male. A reason for this is that for female voice the extracted melody line has less errors than for male. We observed that, when the extracted pitch is wrong (e.g by an octave), the vowels are not recognized correctly.

Another problem is that alignment performs poorly towards the end of longer sections, which results in outliers of huge magnitude (seen at the distribution of the alignment error figure 4). A glance at the distribution of the alignment error of a lyrics-to-audio system for western popular music [Mesaros & Virtanen, 2008] reveals that the frequency and magnitude of outliers are comparable to ours. Further, our mean error lies not far from theirs of 1.4 seconds.

Table 1: Alignment error (in seconds) for the female and male subsets of the test dataset. Evaluation metrics are the median and mean of the absolute value of the misaligned time

<table>
<thead>
<tr>
<th></th>
<th>abs. median</th>
<th>abs. mean</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>male</td>
<td>0.78</td>
<td>2.18</td>
<td>3.42</td>
</tr>
<tr>
<td>female</td>
<td>0.39</td>
<td>1.82</td>
<td>3.37</td>
</tr>
<tr>
<td>total</td>
<td>0.52</td>
<td>1.98</td>
<td>3.4</td>
</tr>
</tbody>
</table>

1 http://musicbrainz.org/collection/544f7ace-dba6-440c-943f-103c344efbb
2 The dataset will be made available on http://compmusic.upf.edu/datasets

Figure 2: A snippet from the test dataset: spectrum of original audio (above) and after re-synthesis (below)
6. CONCLUSION

In this work was presented a method for the automatic alignment between lyrics and audio recordings of vocal compositions in the classical Turkish tradition. Performance was evaluated on a dataset, compiled and annotated by us especially for this task. The method showed better results for female singers, which is partly explained by the greater amount of erroneously recognized male pitch, which distorts the re-synthesized pitch as well.

We expect that the generated phrase-to-audio alignment may be a starting point for subsequent musicological analysis tasks.
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ABSTRACT

This paper presents an automatic system for the detection of single-note ornaments in Irish traditional flute playing. The presented ornament detection method is based on detecting onsets. We employ several methods for onset detection and explore customisation of their parameters to our task. This includes two methods based on signal amplitude, with processing performed in time domain and in spectral domain, and one method based on the fundamental frequency estimation. The discrimination between notes and single-note ornaments is based on assessing the duration of segments, formed by adjacent detected onsets. Experimental evaluations are performed on audio recordings from Grey Larsen’s CD which accompanied his book. Manual annotation of ten recordings was performed. The onset and ornament detection performance is presented in terms of the precision, recall and $F$-measure. In terms of the $F$-measure, we achieved onset detection of 91% and ornament detection of 87% and 64% for ‘cut’ and ‘strike’, respectively.

1. INTRODUCTION

Ornamentation is used extensively by all melody instruments within Irish traditional music. Ornaments are central to the style of the music, adding to its liveliness and expression. The basic melody is only a point of reference for traditional players who use embellishment, and melodic and rhythmical variations to make each performance unique (Breathnach, 1996). Williams (2010) and Keegan (2010) discuss how each instrument must handle a basic melody differently based on instrumental advantages and limitations. In this work, we focus on the detection of ornamentation played on the wooden concert flute in Irish traditional music.

Single-note ornaments, such as ‘cut’ and ‘strike’, are the most common in Irish traditional music. They are pitch articulations of very short duration, created by quickly lifting a finger from a tonehole or closing an open hole (Larsen, 2003).

Methods for ornament detection are typically based on detection of note onsets. A variety of approaches have been proposed for the detection of note onsets in music recordings, e.g., (Scheirer, 1998; Klapuri, 1999; Bello et al., 2005; Collins, 2005; Dixon, 2006; Holzapfel et al., 2010). The proposed methods are usually based on assessing the change in the envelope of the signal amplitude, in fundamental frequency and in phase and their combinations. However, there have been only few studies on detection of ornaments. Automated detection of ornaments is a challenging problem. This is because ornaments are of very short durations, which may cause them being fused with neighbouring notes played. Transcription of baroque ornaments in two piano recordings by analysing rhythmic groupings and expressive timing was studied in Boenn (2007). They employed onset values from time-tagged audio data that was manually edited. An automatic location of ornaments for lute recordings based on MPEG-7 features was investigated in (Casey & Crawford, 2004). Another work in Puiggros et al. (2006) analysed ornamentation from Bas- soon recordings. There is only one group which have investigated detection of ornaments in Irish traditional music (Kelleher, 2005; Gainza & Coyle, 2007). They employed spectral domain energy-based onset detectors and provided initial evaluations, which were on a smaller dataset than we used in this paper.

In this paper, we investigate automatic detection of single-note ornaments, namely cut and strike, in flute playing. We employ three different methods for onset detection and explore their customisation and suitability for detection of soft onsets in flute recordings. We perform statistical analysis of the duration of notes and ornaments. This is then employed to decide whether each detected segment, defined based on adjacent detected onsets, corresponds to a note or an ornament. Experimental evaluations are performed on recordings of ten Irish traditional tunes played by flute (Larsen, 2003). Results of onset and ornament detection are presented in terms of the precision, recall and $F$-measure. Considerably better detection performance is achieved for both onset and ornament detection than that previously published on similar dataset.

2. DETECTION OF ORNAMENTS IN IRISH FLUTE MUSIC

This section first introduces the ornamentation. It then describes the methods we employed for onset detection. It follows with statistical analysis of the duration of notes and ornaments and then presents how this is employed for the detection of single-note ornaments.

2.1 Single-note ornament definition

Ornaments are notes of a very short duration and are used as embellishments in Irish traditional music (Larsen, 2003).
Their places are mostly not marked in the score and the choice of their usage usually depends on the performer’s style. Single-note ornaments, namely ‘cut’ and ‘strike’, are pitch articulations. They are created through the use of special fingered articulations. The ‘cut’ involves quickly lifting and replacing a finger from a tonehole, and corresponds to a higher note than the ornamented note. The ‘strike’ is performed by momentarily closing an open hole, and corresponds to a lower note than the ornamented note.

A schematic representation of single-note ornaments is given in Figure 1.

![Figure 1: A schematic representation of single-note ornaments.](image)

### 2.2 Methods for detection of onsets

We employed three onset detection methods, which are briefly described below. Two of the methods exploit the change of the signal amplitude over time, with processing being performed in temporal domain and in spectral domain (Bello et al., 2005; Dixon, 2006). The third method is based on the fundamental frequency estimation (Collins, 2005; Holzapfel et al., 2010). Each method requires several parameters to be set and their values are explored during experimental evaluations. The implementation of the temporal domain amplitude method used in parts some functions from the MIRToolbox (Lartillot & Toiviainen, 2007).

#### 2.2.1 Amplitude change: temporal domain

In the temporal domain amplitude-based method we employed, the signal is passed through a bank of fourteen band pass filters, each tuned to a specific note on the flute in the range from D₄ to B₅. The filters have non-overlapping bands, with the lower and the upper frequency being half way between the adjacent note frequencies. These fourteen notes are readily playable on an unkeyed concert flute. The same range of notes, but an octave higher, can be found on small D whistle, which was used in Gainza et al. (2004). The signal in each band is full-wave rectified and then smoothed, resulting in an amplitude envelope. The time derivative of the amplitude envelope is calculated for each band. This is further smoothed by convolving it with a half-Hanning window. The detection function is obtained by summing the smoothed amplitude derivative signals from all bands. The peaks in this detection function, whose values are above a given threshold, are used as the detected onsets. We explored the use of a fixed as well as adaptive threshold. If two consecutive peaks are found within a given time distance, only the first peak is used.

#### 2.2.2 Amplitude change: spectral domain

In the spectral-domain amplitude-based method, also sometimes referred to as spectral-flux method, the signal is first split into frames, with a given overlap between adjacent frames. For each frame, weighted by the Hamming window, the short-time magnitude spectrum is calculated. The difference between the magnitude spectra of successive signal frames is computed for each frequency bin and this is then half-wave rectified. We used the $L₂$ norm of the resulting spectral vector to provide the value of the detection function at the current frame. The peaks of the detection function, whose amplitude is above a threshold, are used as detected onsets. We explored setting the threshold to a fixed value as well as adaptively changing the value throughout the signal. If two consecutive peaks are found within a given time distance, only the first peak is used.

#### 2.2.3 Fundamental frequency

In addition to methods exploiting the signal amplitude, we also explore the use of the fundamental frequency ($F₀$). This has been reported to be beneficial for soft onset detection in Holzapfel et al. (2010). Among a large variety of existing $F₀$ estimation algorithms, we employed the YIN algorithm (de Cheveigne & Kawahara, 2002) in this work. The $F₀$ estimation may result in accidental errors, so called doubling / halving errors, at some frames. To help dealing with these errors, the $F₀$ estimates are postprocessed using a median filter. The length of this filter needs to be set sensitively in our application – a longer filter may be preferable to deal with the $F₀$ estimation errors but this may also cause filtering out ornaments, which are characterised by their short duration.

The value of the detection function at the frame time $t$ is based on calculating the difference between the $F₀$ estimate at the frame $t + \Theta$ and $t - \Theta$, where $\Theta$ is a lag parameter to be set. The onset is detected as the first frame for which the absolute value of the detection function is above a given threshold. The value of this threshold, denoted as $γ$, relates to the minimum frequency difference between adjacent notes.

### 2.3 Ornament detection

The detected onsets, as obtained using the methods described in Section 2.2, provide a segmentation of the signal, where each segment is formed based on the adjacent detected onsets. The task of the ornament detection system is to determine for each segment whether it corresponds to a note or ornament, and if ornament then determine its type.

We explored whether the discrimination between notes and ornaments can be achieved based on assessing the duration of the detected segments. Using the manual annotation of our recordings, we performed statistical analysis of the duration of notes and ornaments. The obtained distributions of the durations are depicted in Figure 2. These indicate that the duration can provide a good discrimination between notes and ornaments. Based on these results, we consider that a segment is classified as an ornament.
when its duration is below 90 ms, otherwise it is classified as note.

Finally, the decision whether a detected ornament is a ‘cut’ or ‘strike’ can be made based on comparing the values of the $F_0$ of the current and the following segment. This reflects the musical knowledge of ornamentation. Each segment is characterised by $F_0^{seg}$, calculated as the median value of the $F_0$s corresponding to all signal frames assigned to that segment. If $F_0^{seg}$ of the segment detected as ornament is higher than $F_0^{seg}$ of the following segment, the ornament is classified as ‘cut’ and as ‘strike’ otherwise.

### 3. EXPERIMENTAL RESULTS

#### 3.1 Data description

Evaluations are performed using recordings of ten Irish traditional tunes and training exercises played by flute from Grey Larson’s CD which accompanied his book “Essential Guide to Irish Flute and Tin Whistle” (Larsen, 2003). The tunes are between 20 sec and 1 min 11 sec long. All recordings are monophonic and are sampled at 44.1 kHz sampling frequency. We performed manual annotation of the recordings by an experienced listener to indicate the times of onsets and offsets and the identity of notes and ornaments. This is used as the ground truth in evaluations. The total number of onsets, including notes and single- and multi-note ornaments, is 1354. Out of these there are 204 single-note ornaments, consisting of 174 cuts and 30 strikes. A list of the recordings used in this paper, with the number of notes and single-note ornaments in each recording, is given in Table 1.

#### 3.2 Evaluation measures

Performance of the onset and ornament detection is evaluated in terms of the precision ($P$), recall ($R$) and $F$-measure. The definition of these measures is the same as used in MIREX onset detection evaluations, specifically,

$$P = \frac{N_c}{N_c + N_{ins}}, R = \frac{N_c}{N_c + N_{del}}, F = \frac{2PR}{P + R},$$

where $N_c$ is the number of correctly detected onsets / ornaments and $N_{ins}$ and $N_{del}$ is the number of insertions and deletions, respectively. The onset detection is considered as correct when it is within ±50 ms around the onset annotation.

The single-note ornament is considered to be detected correctly when both onsets, corresponding to the start and to the end of the ornament, are within the ±50 ms range. Note that when calculating the detection performance for each type of ornament, the deletions also include the cases when the ornament was detected correctly but the type of the ornament was incorrect, i.e., ‘cut’ was substituted by ‘strike’ or vice-versa.

#### 3.3 Results of onset detection

Experimental results of onset detection achieved by each of the method are presented in Table 2. Note that these results include onsets corresponding to both notes and ornaments. It can be seen that all methods provide very good onset detection performance. The $F$-measure values are nearly the same for all the methods. These results were obtained after extensive evaluations with different parameter values – the following values were used for each of the method: i) amplitude-based method (temporal domain processing): half-Hanning window of length 35 ms, the threshold set to 20% of the maximum of the normalised detection function, and the minimum distance between peaks set to 18 ms; ii) amplitude-based method (spectral domain processing): frame length of 1024 samples (23.2 ms), frame shift of 896 samples (20.3 ms), both the fixed (3% of the maximum normalised detection function) and adaptive thresholds performed similarly, the minimum distance between peaks set to 10 ms; iii) fundamental frequency method: frame length of 1024 samples, frame shift of 128 samples (2.9 ms), $F_0$ median filter of length 9, parameter $\Theta$ set to 6 (corresponding to approx. 17 ms) and parameter $\gamma$ set to 10 Hz. In the following, we use only the $F_0$-based method for evaluating the detection of ornaments.

An example of a signal extract from one of the tune and the corresponding $F_0$ estimate and the detection function, with indicated true label and detected onsets, are depicted in Figure 3.

![Figure 2](image-url)
Table 1: List of tunes used in experimental evaluations, indicating the number of notes and ‘cut’ and ‘strike’ ornaments and the duration of each tune.

<table>
<thead>
<tr>
<th>Tune Index</th>
<th>Tune Title</th>
<th>Number of Notes</th>
<th>Time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Study 5</td>
<td>55</td>
<td>25</td>
</tr>
<tr>
<td>2</td>
<td>Study 6</td>
<td>56</td>
<td>25</td>
</tr>
<tr>
<td>3</td>
<td>Study 11</td>
<td>76</td>
<td>30</td>
</tr>
<tr>
<td>4</td>
<td>Study 17</td>
<td>48</td>
<td>20</td>
</tr>
<tr>
<td>5</td>
<td>Study 22</td>
<td>127</td>
<td>51</td>
</tr>
<tr>
<td>6</td>
<td>Maids of Ardagh</td>
<td>98</td>
<td>37</td>
</tr>
<tr>
<td>7</td>
<td>Hardiman the Fiddler</td>
<td>112</td>
<td>32</td>
</tr>
<tr>
<td>8</td>
<td>Lady on the Island</td>
<td>118</td>
<td>26</td>
</tr>
<tr>
<td>9</td>
<td>The Lonesome Jig</td>
<td>153</td>
<td>71</td>
</tr>
<tr>
<td>10</td>
<td>The Whinny Hills of Leitrim</td>
<td>117</td>
<td>35</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>960</td>
<td>352</td>
</tr>
</tbody>
</table>

Table 2: Experimental results of onset detection obtained by each of the employed onset detection method.

<table>
<thead>
<tr>
<th>Method</th>
<th>Onset detection performance (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>amplitude (temp)</td>
<td></td>
<td>91.8</td>
<td>90.2</td>
<td>91.0</td>
</tr>
<tr>
<td>amplitude (spect)</td>
<td></td>
<td>94.2</td>
<td>87.9</td>
<td>90.9</td>
</tr>
<tr>
<td>$F_0$</td>
<td></td>
<td>88.9</td>
<td>93.2</td>
<td>91.0</td>
</tr>
</tbody>
</table>

3.4 Results of ornament detection

The results of single-note ornament detection are presented separately for ‘cut’ and ‘strike’ in Table 3. The achieved detection performance is significantly higher than that presented in previous flute studies using similar data (Kelleher, 2005; Gainza & Coyle, 2007). ‘Cut’ is only little lower than the overall onset detection performance as presented in Table 2. The performance for ‘strike’ is considerably lower than that for ‘cut’. Such trend has been reported also in previous research. It may be due to the way the ‘strike’ is realised. We have observed that the errors happened mainly in tunes with indices 5, 6, 7, and 10.

Table 3: Experimental results of single-note ornament detection obtained by employing the $F_0$-based onset detection method.

<table>
<thead>
<tr>
<th>Ornament detection performance (%)</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cut</td>
<td>91.3</td>
<td>90.8</td>
<td>87.0</td>
</tr>
<tr>
<td>Strike</td>
<td>62.5</td>
<td>66.7</td>
<td>64.5</td>
</tr>
</tbody>
</table>

4. CONCLUSION AND FUTURE WORK

In this paper, we presented work on detection of single-note ornaments in Irish traditional flute music. The presented method was based on first detecting note onsets and then deciding whether ornament is detected or not based on the duration of segments defined by the adjacent detected onsets. Three methods for onset detection were employed, specifically, two amplitude-based methods and one method based on the fundamental frequency. We explored on customisation of the parameters used within each of these methods for our task of detecting soft onsets, with possibly of short note durations. We have demonstrated that all the three methods performed similarly when suitable parameter setup was used. The onset detection performance of over 91% in terms of the $F$-measure was achieved. The detection performance for single-note ornaments was over 87% for ‘cut’ and over 64% for ‘strike’ in terms of the $F$-measure.

In our future work, we plan to analyse the errors made by each of the onset detection methods and accordingly explore whether a combination of the methods could lead to detection performance improvements. We also plan to explore on the use of the sinusoidal detection method we presented in (Jančovič & Köküler, 2011) which could be employed standalone or in combination with other methods and could also potentially help in dealing with the doubling/halving errors present in $F_0$ estimation. We are also working on expanding this work to the detection of multi-note ornaments.

5. REFERENCES


Figure 3: An extract from the tune ‘Study 5’, depicting (from top to bottom) the waveform, spectrogram, $F_0$ estimation (unfiltered (dashed black) and filtered (red)) and the detection function with indicated detected onsets (blue □) and true label (magenta △).
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ABSTRACT

This is a study about furthering transcription methods via computational means. In particular we re-examine Bartók’s methods of transcription to see how his project of transcription might be continued incorporating 21st century technology. We then go on to apply our established analytical and computational tools to examples of Qur’an recitation, in order to test hypotheses about connections between the rules of Qur’an recitation (taj‐wilād) and the establishment of salient tones within Qur’an recitation performance.

1. INTRODUCTION

The current study is an outgrowth of a talk given during the panel session on methods of folk music transcription at the third International Workshop on Folk Music Analysis, Amsterdam, Netherlands, June 7, 2013. The panel was moderated by John Ashley Burgoyne (University of Victoria, School of Music, University of Victoria, Department for Information and Computer Science, University of Utrecht and the Meertens Institute, Amsterdam, Netherlands) in terms of quasi-Schenkerian analysis. Such analysis helps to demonstrate salient structural features of oral transmission.

In comparing Bartók’s transcriptions of sirató (Hungarian improvised ritual laments) with those done with the help of computer technology, we are able to reassess Bartók’s production process and methodology, as well as to see if and how Bartók’s projects of transcription can be applied, reevaluated and continued. Taking this analysis further, we apply the resulting computational analysis procedures to examples of Qur’an recitation.

The sirató is a lament ritual from Hungary that goes back at least to the Middle Ages. This improvised song type is integral for our study, as it exemplifies inherent relationships between speech and singing while demonstrating stable melodic formulae within an oral/aural ritual context. While the performance practice of siratók (plural of sirató) had been determined by traditions of textual and melodic improvisation, the performance framework for Qur’an recitation is determined by rules of recitation that are primarily handed down orally.

2. METHODOLOGIES OF PITCH ANALYSIS

In this study we have taken Bartók’s recordings of siratók, applying computational audio analysis of these recordings to find the most prevalent pitches. We have set out to find these pitches in order to reinterpret Bartók’s transcription using a scale derived by automatically detecting the peaks in a density estimation of the distribution of pitches. These density-estimation based scales can be analyzed in terms of their functionality in forming melodic contour and pitch identity. Such analysis helps to demonstrate salient structural features of oral transmission.

In early 2014 we applied the same analysis to examples of Tunisian Qur’an recitation. In so doing, we have been able to investigate the practice of maqamat (a set of pitches for melodic performance found in Qur’an recitation) in terms of quasi-Schenkerian analysis showing the most prevalent pitches within a given performance in terms of foreground, middle-ground and background frequency analysis. These pitches relate roughly to maqamat traditions of instrumental music, although the melodic

entities within Qur’an recitation do not adhere directly to maqam traditions within instrumental music.\(^2\)

We set to compare such analysis to the cultural perception within traditional maqamat practice. Our method sets out to delineate the main pitches of a given scale or maqam from secondary “ornamental” pitches. By doing so, we present a hierarchy of scale degrees, thereby showing how surrounding “ornamental” pitches structurally interact with the main “skeletal” notes of the scale. In addition, we investigate how such scale structures function in the context of the rules of Qur’an recitation (tajwīd and tartīl). In this manner, we are able to show how the parameters of textual recitation, pronunciation and interpretation interact with melodic contour and scale structures within these two traditions.

With these case studies we show how to establish a direct interaction between automatically derived scales and traditional practices of transcription, therewith enriching the arsenal of methods ethnomusicologists have at their disposal.

3. DATA

We have employed recordings of siratők found in the sound recording Hungarian Folk Music: Gramophone Records with Bartók’s Transcriptions, edited by László Somfai. Magyar népzenei hanglemezek Bartók Béla lejegyzéseivel, szerkesztette, Somfai László, (Budapest: Hungaroton, 1981).

In our study we employed recordings of Qur’an recitation from Sura Al-Fatihah, Sura Ash Shams, Sura Al-Qaria and Sura Ghafir. These have been extracted from Michael Sells’ Approaching the Qur’an: The Early Revelations (Ashland: White Cloud Press, 2007) and field recordings conducted by the authors in Rotterdam (Netherlands).

Each recording has been segmented in terms of syntactical units (phrases) and, in the recordings of Qur’an recitation, analysis has also been based on audio segments corresponding to the individual words of the given suرا.

Each recording has been converted to a sequence of frequency values using the YIN pitch extraction algorithm (De Cheveigne & Kawahara, 2002) by estimating the fundamental frequency in a series of overlapping time-windows of 40ms, with a hopsize of 10ms. The frequency sequences have been converted to sequences of real-valued MIDI pitches with a precision of approximately 1 cent (which is 1/100 of an equally tempered semitone, corresponding to a frequency difference of about 0.06%). A MIDI-value of 60.0 corresponds with the c\(^1\), 61 with equal tempered c\(^\#\), 62, with d\(^\#\), and so on.

A value of e.g., 60.23 would correspond to a pitch that is 23 cents higher than c\(^1\).

We employ two post-processing filters to correct for possible errors of the pitch extractor. First, all samples with a signal energy of more than 40 dB below the maximum value are considered silence. Second, all pitches that are further than an octave away from the average pitch of the entire curve are considered silence as well.

![Figure 1. Schematic overview of the computational analysis method.](image-url)

In the resulting pitch contour, we perform a non-parametric density estimation using a Gaussian kernel with \(\sigma=5\) cents. The Gaussian kernel has a smoothing effect on the resulting density curve. By performing peak detection in the density curve, we obtain the pitches that recur most often during the recording. The height of a peak indicates the frequency of occurrence of the corresponding pitch. The set of pitches that correspond to the peaks in the density estimation can be considered the scale the singer, or reader, is adhering to. In the peak detection, we set the constraint that the peaks should be at least 10 cents apart to be considered separate scale tones. This leads to a fine-grained scale that reduces the pitch content of a recording to a relatively small set of pitches, while retaining enough detail to perform precise analyses. By sorting the scale tones according to their density values (the heights of the peaks), we get an ordering of pitches according to their prevalence in the recording.

By replacing each detected pitch with the pitch of its nearest scale tone, we obtain a reduced contour. It is in these contours that we perform an analysis of occurrences of pitches. For the Qur’an readings, we determine for each verse the durations of all pitches that occur in the verse as percentage of the duration of the entire verse. Thus, we get an indication of the importance of each pitch within the verse. We do the same for the pitches in each word.
The sirató is most often improvised in a recitative manner. In its unfolding, melody and text function symbiotically, as gestures of improvised speaking are applied to the melodic and rhythmic domain.\(^4\) Kodály described such a dichotomy between singing and speaking: “This is the only type of musical prose of this kind and can only be done spontaneously [...]. Musical prose, on the border of music and speaking [...]. The rhythm therein is no different from the rhythm of spoken speech [...], the sections between the rests are not the same.”\(^5\) The musical vocabulary of the sirató is comprised of the same cadential formulas and modality found in other types of Hungarian folksong and chant.

The recording of Mrs. János Péntek was completed in Körösfő on December 14, 1937 and transcribed by Bartók in 1937–1938.\(^6\) The sirató is a lament sung by women after a loved-one passes away. Sometimes a lament is sung by a so-called “professional” and it seems that here Mrs. János Péntek is indeed a “professional” who would do this type of lament for a relative or someone else in her village if necessary. Here the lament is done for a deceased mother using the language common in sirató, which can be found in renditions done by a variety of performers across large territories.\(^7\)

Figure 2: Béla Bartók’s sirató Transcription. Recording of Mrs. János Péntek completed in Körösfő on December 14, 1937 and transcribed by Bartók in 1937–1938.

4. SIRÁTÓ

4.1 Cultural context of the sirató

The sirató’s performance connects the life of the singer not only with her ancestral past but also with the larger community. It is an integral part of the performer’s life: the enactment of the sirató most often has no clear beginning or ending. Although the sirató is improvised, each time exhibiting a personal melodic expression, the song-type is clearly discernible and exhibits a remarkable consistency of textual and musical form. Elements of both formal semblance and improvisational variability can be observed among the various examples of sirató, proving its mythical nature. The song is not determined individually but collectively, as the boundaries of its enactment are explicit enough to be reconstructed by the individual and recognized by the village collective.\(^8\)

---

\(^{3}\) Aleida and Jan Assmann, “Schrift, Tradition und Kultur,” Zwischen Festtag und Alltag, Zehn Beiträge zum Thema ‘Mündlichkeit und Schriftlichkeit’, (Tübingen: Günter Narr Verlag, 1988), “In schriftloser Kommunikation vermag das, was beim Publikum nicht auf unmittelbare Akzeptanz stoßt, schon den Augenblick der Darbietung nicht zu überdauern. Weltbildkonformität ist hier schon in dem Merkmal ‘haltbarer’ G eformtheit eingebaut. Sie reguliert durch “Präventivzensur,” die gar nicht erst Form gewinnen läßt, was seines Ortes im kulturellen Gedächtnis sicher sein kann und daher risikiert, als a-topos (‘albern,’ eigentlich: ortlos) eingestuft zu werden.” “In non-contextual communication, what is not met with immediate acceptance by the general public, can not survive in the moment of its rendition. Conformity of world view is built in to the attribute of the preserved formal unit. This is regulated through ‘preventive censorship.’ Such censorship does not even start to allow for forms to take hold, which, risking to be labeled a-topos (absurd; actually without place), do not have a secure function within the context of cultural memory.” (English translation by Biró)

\(^{4}\) Although the sirató is most often sung by a female relative of the deceased, a “professional,” or a designated singer from the local vicinity, will often sing the sirató; this type of sirató is termed parodia or “parody.” Even in this form the song type remains intact as the “professional” takes the place of the mourner and “improvises” the typical expressions of mourning like “My dearest mother, why have you left me?” “What will I do without you?” “You were so good to us” etc...

\(^{5}\) Zoltán Kodály, A Magyar népzene (Budapest: EMB, 1952) 38-39

“Egyetlen példája a prózái recitáló énekekek és szinte egyedüli tere a rögtönzésnek [...]. Zenei próza, a zene és beszéd határain [...]. Ritmus nincs benne mással mint a beszéd ritmus. [...] a nyugvópontok között részek nem egyenlők.”

\(^{6}\) Hungaroton

\(^{7}\) The text reads as follows: Jaj, kedves időssanyám! Jaj, el kell mené abba a hideg fékete sütet födbe. Kedves jó öreg időssanyám, Jó-ön, búcsúzzon el mind a kilenc szérencsétlen árvájától, Jaj, utoljára kedves időssanyám! Jaj, kilenc szérencsétlen árván, Kilenc nagy bánat, kedves jó időssanyám! Jaj meg a kilenc kilencféle fáradás s kilencféle gond. Jaj, kedves időssanyám, De még elgondolni is nagy dolgoz, hogy Kilenc gyerméktől fönevelel, kedves jó időssanyám! Jaj, a kilenc kilenc felé köszöködött, kedves jó időssanyám! Alas, my dear sweet mother! Alas, the last hour has come, my dear, old sweet mother! Alas, one has to descend into that cold, black, dark earth. My dear, old sweet mother, Come and say goodbye to all your nine orphans, Alas, say goodbye for the last time, My dear, good sweet mother! Alas, nine wretched orphans, Nine great sorrows, my dear, good sweet mother! Alas, because nine is nine kinds of weariness and nine kinds of worry.
4.2 Computational transcription of the sirató: a re-evaluation of Bartók’s transcriptions

One can imagine how Bartók the composer might have been intrigued by this text and by the performance, and the resulting, for him both archaic and modernist musical structure. Bartók often carried the very heavy cylinder recorder to record his subjects, as this was the most sophisticated way to transcribe folk music in his day. In transcribing the recordings to paper he would often slow down the recordings, allowing him to achieve detailed transcription of ornaments.

Bartók always transcribed the recordings to have $g'$ be the tonus finalis. This was done in order to better compare the tonal language of large quantities of transcriptions. So in this way a tonal “reduction” or transposition served to allow for easier analysis within and across folk music traditions. This is also the case in his transcription of Mrs. János Péntek shown in Figure 2.

A product of his education and European musical culture, Bartók employs the five-line stave in his transcriptions. He was very aware of tuning and the differences in tuning within folk music traditions. This is also the case in his transcription of Mrs. János Péntek shown in Figure 2.

We set out to find these pitches in order to reinterpret Bartók’s transcription using a scale derived by a density estimation of the pitch-content of the recording. These density-estimation based scales can be compared in terms of their melodic contour and pitch identity and such comparison helps to demonstrate salient structural features of oral transmission.

Figure 5 shows the pitches corresponding to the peaks in the density curve as they are ordered in terms of their density-value.

![Figure 5](image)

**Figure 5.** Pitches occurring in recording of sirató in order of density.

Figure 6 shows their ordering in terms of scale tone.

![Figure 6](image)

**Figure 6.** Pitches occurring in recording of sirató in order of scale-tone.

The density-estimation based scale presents a series of pitches determined by the frequency of use in a particular recording. Figure 7 presents Bartók’s transcription on top and the more-or-less same transcription on the bottom now with cent deviations according to the density-estimation based scale analysis. Here we can see how Bartók perceived certain microtonal deviations and integrated them into the conventional tonal framework he had knowledge of.

In employing density-estimation based scales it is possible to examine the levels of pitch hierarchy in the scales. Figure 8 shows the most prevalent pitches and where they occur in the transcription. In this way we are able to see a kind of foreground, middle-ground and background of pitch hierarchies. We are also better able to appreciate the diversity of scale species present in these recordings.

Alas, my dear sweet mother, It is a great deed - to think that you raised your nine children, my dear, good sweet mother!
Alas, the nine, you suffered nine times, my dear good sweet mother!
Bartók’s Transcription

Figure 7. Comparison of Bartók’s transcription with a transcription according to the density-estimation based scale: cent differences are indicated.

Figure 8. Bartók’s transcription juxtaposed by transcription done with density-estimation based scale. Colors indicate primary, secondary and tertiary degrees of occurrence in recording: Primary pitches in red, secondary pitches in blue, and tertiary pitches in green.

5. QU'R'AN RECITATION

5.1 Computational analysis of Qu'r'an recitation

We have applied this method of analysis of scale-tones to a repertoire of Qu'r'an recitation. We show how the durations of tones, determined by the rules of tajwid, affects the density of structurally salient pitches within a given recording of recitation.

5.2 Cultural context of Qu'r'an recitation

The performance framework for Qu'r'an recitation is not determined by text or by notation but by rules of recitation that are primarily handed down orally (Zimmermann 2000, p. 128). Here the hierarchy of spoken syntax, expression and pronunciation play a major role in determining the rules of Tajwid. The resulting melodic phrases, performed not as “song” but “recitation” are determined by both the religious and larger musical cultural contexts. In the context of “correct” recitation contexts, improvisation and repetition exist in conjunction (as is the case with the Hungarian sirató). In this way the traditions of siratók and Qu'r'an recitation are examples of “oral literature,” as their given modes of production are collective
ly determined by set of rules which are transmitted orally from generation to generation.

5.3 Analysis Criteria for Qur’ān recitation

Within a given recording we investigated the relative durations of scale-pitches within verses and within words. In particular, we looked at the sections of elongation within a given sura and tried to see how these sections of elongation affected the central tones within the sura in terms of a) scale degree and b) degree of density. We looked at the results in several recordings of a given sura and compared pattern relationships between scale degree and scale of density in these examples.

In our study we found relationships between scale degree and density of occurrence in final words of verses and especially in sections where syllables are elongated. Locating these tones we are able to determine “stable” and “variable” structural tones within the recording. While certain scale tones show a clear stability in some examples, other tones display an amount of identity variability, and entail an “ornamental” functionality, as in the higher pitches in Figure 10. This may relate to the culture of maqāmat from instrumental music, which affects the tonal structure of Qur’ān recitation.

5.4 Qur’ān recitation: outcomes of analysis

In our examinations of recorded renditions of sura al-Fatiha we observe relationships between structural scale tones within verses (ayah) and scales tones used in sections of syllable elongation (madd). The rules of tajwīd specify that specific sections of words require either variable extensions of vowels from two to six beats (ḥarakāt) or an obligatory six beats (ḥarakāt). While such elongations have been studied in terms of correct pronunciation based on the rules of tajwīd, there has not been considerable study of how such elongations might contribute to the establishment of structurally elongated tones, as employed in a given recitation, and how these relate to maqāmat. We base our analysis on the frequency of occurrence of scale pitches in each verse (ayah) of the sura and in the final words of each verse, as displayed in Figure 12.

In our computational analysis we have looked for salient pitches within a recording, within each verse and within words with syllable elongations (madd). Comparing the pitches employed in sections of textual elongation with those employed throughout a given recitation, we have found that the rules of tajwīd display a profound influence on creating and stabilizing salient pitches. In addition, through comparative analysis of the same sura recited by the same person, we are able to show scale relationships and recurring patterns of final selections of tones within these sections of elongation.

In our study, we have set out to test the performance of syllable elongation in Qur’ān recitation via computational means. Sura al-Fatiha contains syllables to be specifically performed with types of elongations (madd): either with a variable duration of two to six beats or with an obligatory six beats (ḥarakāt). These are displayed in Figure 11.

“literature” of many peoples in the world - and even of certain genres in Western culture - is not preserved in written form. Such genres are usually designated as “oral literature.”

Al Faruqi, p. 10, “Durations of tones and rhythmic motifs are strongly affected by the rules of pronunciation set down in the manuals on tajwīd. Those rules prescribe determined durational relationships between the short vowels or ḥarakāt (the fatbah, dammah, and kasrah) and the long vowels (i.e., the letters alif, waw and yā). Tajwīd also determines the extension or madd of the long vowels according to their place in the word, their combination with certain other letters of the Arabic alphabet, and their use with unwavelling consonants (i.e., with sukūn) or doubled consonants (tashdīd). These rules insure that the difference between the short and long syllables does not exceed the ratio of 1 to 6 (e.g., the difference between a 16th note and a dotted quarter). Often the actual differences are much less. Many of the prohibited practices regarding Qur’ānic chant, which have been repeated and reemphasized in each successive century of Islamic history, have been restrictions against vocal practices that exaggerated durational contrast. Among these condemned practices are the exaggerated lengthening of short vowels (tashhā’ al ḥarakāt), the lengthening of the long vowels (ziyādah al, madd), omission of short vowels (uq̄ūf’ al ḥurūf), and the improper addition of short vowels (tābrik al ḥarf al sākin) (al Sa‘īd 1967:347).”

Nelson, 24. “Arabic prosody classifies the syllable into long and short durations, one long being approximately equivalent to two short. The durations of syllables in Qur’ānic range from one to six beats (ḥarakāt) or longer.”

Mesrur Coşkun performed multiple recitations of specific surat in Rotterdam in May 2014.
The salient tones used for elongation of syllables within given words (madd) correspond to salient frequencies used within the given recitation. Comparing recorded examples of the Sura Al-Fatiha, we found paradigmatic connections between salient tones within given words and verses as displayed in Figure 12. While some tones used in association with variable elongation of durations (two to six beats) show more variability in terms of their relationship to the salient pitches within corresponding verses, the pitch associated with obligatory elongation of durations of six beats (harakat) show an exact correlation with the salient pitches of corresponding verses, as displayed in Figures 13 and 14.

Figure 12. Transcription of Sura Al-Fatiha as performed by Siddiq al-Minshawi. Computational analysis shows scale degrees and density degrees of each word with elongation (madd) as well as overall percentage of pitch within a given verse.

Figure 13. Last words of Sura Al-Fatiha with indications of elongation (madd) in color; orange: variable elongation of 2-6 beats (harakat); red: obligatory elongation of 6 beats (harakat); comparison to transcription of performance by Muhammad Siddiq al-Minshawi.

Figure 14. Last words of Sura Al-Fatiha with indications of elongation (madd) in color; orange: variable elongation of 2-6 beats (harakat); red: obligatory elongation of 6 beats (harakat); comparison to transcription of performance by Muhammad Khalil al-Husari.

Figure 15 displays how, in five recorded recitations of Sura Al-Fatiha, central tones relate in terms of a) their use in elongation of syllables (madd), and b) their use in verses. In four of the five examples, the variable elongation of the fourth verse (ayah) displays variability to the predominant tone used in the verse. In all five examples, the obligatory elongation helps to define the predominant tones of the verses as well as the tonic of the maqām or set of tones employed for recitation.
al Fatiha - Comparison

![Comparison Graph]

**Figure 15.** Each graph show the sequence of MIDI-values of the most frequently occurring pitches in the entire verses (squared), and in the last words of the verses (dotted) in various readings of Sura Al Fatiha. The readers are from top to bottom: Muhammad Khalil Al-Husari, Muhammad Siddiq Al-Minshawi, Mesrur Coşkun (first rendition), Mesrur Coşkun (second rendition), and Mesrur Coşkun (third rendition).

6. CONCLUSIONS

In our analysis of siratökök and Qur’an recitation we have set out to discover how salient pitch structures are determined and how these relate to performance parameters of these traditions. The computational analysis of siratökök transcribed by Béla Bartók in the 1930s, allows us to re-evaluate his work and to better comprehend how pitch hierarchies function within this type of chant ritual. Combining computational analysis of resultant pitch structures determined by specific rules of tajwid, such as the use of elongation (madd) with analysis of tonal structures (maqam), we better understand how the rules for correct enunciation help to form and interact with given tonal hierarchies found within performances of Qur’an recitation, as the pitches of the elongated syllables help to create the salient pitches within a given recitation.

7. FUTURE WORK

We are currently examining recordings of sura al qadr, sura al-qari'a, sura ghafir and sura ash-shams. In addition we are examining relationships of salient frequencies and contour in examples of the same sura texts, as exemplified in mujawwad and murattal versions. In comparing these versions we hope to find further correlations between the rules of tajwid and use of maqam within Qur’an recitation.
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ABSTRACT

We introduce a new computational framework for music analysis decomposed into a set of modules. Each module addresses a core aspect of music analysis and offers some innovative breakthrough compared to the state of the art. In order to overcome the limitations of local segmentation, we propose an alternative paradigm based on hierarchical local grouping. New mechanisms for ornamentation reduction based on local grouping enable to build a syntagmatic network for the search for ornamented patterns. We propose an approach for modal analysis based on comparison of the local context (defined by the current and recent notes, and taking into account ornaments reduction) with all possible modes and key scales. We show how this could be applied in particular for the analysis of Maqam music. Pattern mining is applied for the search for motives, for mode-related patterns as well as metrical analysis. The integration of the modules into a single framework enables to model interdependencies, which play a major role in music.

1. TRANSCRIPTION FROM AUDIO

The analysis can be carried out on MIDI, score representations or audio files. For audio recordings, a first step of transcription attempts to locate temporal position of notes through a combined detection of significant increase of energy and of stabilised pitch. This results in a “proto-symbolic” representation where notes are characterised by temporal location and duration, pitch and dynamics. Pitch quantisation and spelling is carried out with interaction with the modal analysis described in section 4. Rhythm quantisation is planned to be carried out using the metrical analysis module evoked in section 5.

2. LOCAL GROUPING

There has been significant research around the concept of local segmentation, studying the emergence of segments related to the mere variability in the succession of musical parameters. These research, notably by Tenney & Polansky (1980) or Cambouropoulos (2006), focus on the analysis of monodies, and model this structural phenomenon as a segmentation of the monody, which cuts the temporal span at particular instants, resulting into a linear succession of segments. We previously showed that in these approaches the heuristics for segmentation is based on a mixture of several constraints related to what happens both before and after each candidate segmentation point (Lartillot et al., 2013). We presented instead a simpler approach focused only on what happens before each candidate segmentation: this enables to reveal a more complete set of segmentation points, indicate more precisely the temporal locations of the segmentation points, and could also reveal a segmentation hierarchy at multiple structural levels.

We introduce a new formulation of our proposed approach that reveals a much clearer structural description and that can be explained with simple principles. The approaches focuses on grouping instead on segmentation. In other words, what needs to be characterised are not the segments between notes, but instead the groups of notes that are progressively constructed in a hierarchical framework. The approach is applied uniquely to the temporal domain (to the characterisation of the monody as a succession of inter-onset intervals, or IOIs), and does not apply therefore to the pitch domain (the succession of inter-pitch intervals). This is because pitch-based grouping is more related to streaming, i.e., to the construction, from a given monody that features pitch gaps, of internal monodic lines.

This new model for segmentation along the IOI description can be explained as follows:

- A local group $G$ is characterised by a maximal IOI parameter $I$: the IOIs between the successive notes are all lower or equal to that parameter.
- Local groups form strict hierarchies: if one local group $G_1$ has a maximal IOI $I_1$ that is higher than the parameter $I_2$ of another local group $G_2$, and if both groups coincide in the monody, then necessarily $G_2$ is strictly included into $G_1$.
- Local grouping is computed through a single chronological pass of the monody. For a given note $n_k$, we consider the groups $\{G_i\}$ containing the previous note $n_{k-1}$ from larger groups (higher maximal IOI) to smaller groups (lower maximal IOI). Each group $G_i$ is compared with the new IOI $I_{k-1,k}$ between $n_{k-1}$ and $n_k$.
- If the new IOI is equal to or smaller than the maximal IOI of the given group $G_i$, the group is extended with this new note $n_k$. In order to tolerate slight slow down, even IOIs that are a little higher than the maximal IOI are accepted. More precisely,
the condition for group extension is the following:

$$\log \frac{I_{k-1,k}}{I_{i0}} < \delta$$  \hspace{1cm} (1)

where $\delta$ is fixed to .3 in our current tests.

- If the new IOI is larger than the maximal IOI of the given group $G_{i0}$, i.e. if:

$$\log \frac{I_{k-1,k}}{I_i} > \delta$$  \hspace{1cm} (2)

the group is closed: it is followed by a longer silence so will not be extended any more. All the other groups $\{G_i\}_{i > i_0}$, with even lower maximal IOIs, are closed as well.

- Hence only the larger groups with higher maximal IOIs, $\{G_i\}_{i < i_0}$, have been extended. $G_{i_0-1}$ is the smallest group that has been extended. If the next IOI $I_{k-1,k}$ is even smaller than the maximal IOI $I_{i_0-1}$ of that smallest group, i.e. if:

$$\log \frac{I_{k-1,k}}{I_{i_0-1}} < \epsilon$$  \hspace{1cm} (3)

where $\epsilon$ is fixed to -.4 in our current tests, then a new group $G_i$ is created, whose maximal IOI is set to the current IOI, i.e. $I_i = I_{k-1,k}$.

This approaches generates a hierarchical structuration of the monody that is very intuitive to understand, as shown in the example in Figures 2 to 5.

Each local group starts immediately at the onset of its first note. Concerning the temporal location of the closure of the group – that can be called group offset – we can apply the very same heuristics we introduced previously in the context of local segmentation (Lartillot et al., 2013): In order to detect that a given group $G_i$ is closed, we need to wait at least the temporal interval $I_i$ after the last note’s onset in order to check whether a new note appear during that temporal span or not. If no new note appear, the group is closed. Thus the group offset can be assigned to that moment at $I_i$ after the last note’s onset.

3. ORNAMENTS REDUCTION

Previous computational attempts to model processes related to melodic reduction in music primarily (Gilbert & Conklin, 2007; Marsden, 2010) formalize general aspects without detailing concrete conditions for reduction. We present a set of rules founding the detection of ornaments, based on local grouping.

3.1 Local group’s head

By definition, a local group terminates with a note that is followed by a duration (before the next note) that is significantly longer than the IOIs within the group. As such, the local group can be perceived as a phrase that terminates with a concluding note that has a more structural importance. This hypothesis might not be always valid, in particular in the presence of particular accentuations at particular

Figure 3: Analysis of the first stave of the improvisation displayed in figure 1 using the same convention as in figure 2.

Figure 4: Analysis of the second stave of the improvisation displayed in figure 1 using the same convention as in figure 2.

Figure 5: Analysis of the third stave of the improvisation displayed in figure 1 using the same convention as in figure 2.
Figure 1: Beginning of a traditional Tunisian modal improvisation *Istikhbār* played by flute master Mohamed Saâda on the *Mhayer Sikâ* maqam.

Figure 2: In black: piano roll representation of the beginning of a traditional Tunisian modal improvisation (*Istikhbār*). In blue: local groupings. In red: Local groups’ heads. In grey: passing note.
notes within the group. But in more general case, it seems to offer some general interest. Following this observation, we propose to formalise this hierarchy of notes in local groups by associating with each local group a main note, or “head”, to follow Lerdahl & Jackendoff (1983)’s Time-Span Reduction terminology, which would in the simple case be the last note of the group, as circled in red in Figures 2 to 5. The other notes would be considered as “subordinate events”, or — why not — as the “tail” of the group.

When subordinate events in a local group have same pitch than the final note of the group, they all form a single note — a “meta-note”, as we called in Lartillot & Ayari (2012) —, which will become the actual head of the group. The subordinate events of the groups can be considered as forming an ornamentation — such as a *cambiata* or a *trill* — of the group’s head. They are highlighted by red rectangles in Figures 2 to 5.

Meta-note can form any hierarchical level: For instance, in Figure 3, the meta-note is formed on the smallest local group, but in Figure 4 the meta-note around time 13 second in the improvisation is formed on a intermediary hierarchical level.

So far, these subordinate events consist of the notes forming the local group. But a richer understanding of the structural configuration is that the subordinate events of a local group $G$ consist actually of the smallest local groups that belong to that group. And this hierarchical structuration continues recursively for the smaller local groups. Thus when searching for the subordinate events that have same pitch than the last note of group $G$, we don’t need to remember all the notes in the group, but only to check the pitch of the heads of the local groups one level down in the hierarchy.

### 3.2 Passing note

Within a local group, all notes do not have the same importance. A monotonous and uniform conjunct melodic motion is a series of notes such that:

- inter-pitch intervals between success notes are all of 1 or 2 semi-tones and in the same direction (up or down),
- inter-onset intervals between successive notes are very similar,
- no note is particularly accentuated.

In such configuration, the intermediary notes form *passing notes*: these subordinate elements play mainly a role of filling the interval gap between the starting and ending points of the line. For that reason, these intermediary notes are generally not perceived as note that play a more global role outside that particular melodic line. Intermediary notes are shown in grey in Figures 2 to 5.

This can have an impact in different modules of the integrated analysis framework. For instance, in the previous paragraph dealing with local group’s head (section 3.1), a note within a local group that has same pitch than the last note of the group cannot be included in the group’s head if it is a passing note.

Passing notes can exist in melodic lines of any length, so for a given note $n_k$, its “passingness” can be defined based simply on the previous note $n_{k-1}$ and next note $n_{k+1}$, according to the following conditions:

- the inter-pitch intervals between $n_{k-1}$ and $n_k$ and between $n_k$ and $n_{k+1}$ are of 1 or 2 semi-tones and in the same direction (up or down),
- their inter-onset intervals are very similar:

$$\log \frac{I_{k-1,k}}{I_{k,k+1}} < \beta$$  \hspace{1cm} (4)

where $\beta$ is fixed to .1 in our current tests.

### 3.3 Syntagmatic network

Melodic “reduction” is commonly understood as a process of eliminating the ornamentation (here, the subordinate elements) of the monodic surface in order to keep the deeper structure (on various hierarchical levels) made of the more important notes. Our conception of melodic reduction, however, does not impose such reduction of information, but on the contrary, integrates the deeper structure information with the monodic surface. More precisely, the monodic surface is formalised as a chain of connection between successive notes, i.e., a chain of *syntagmatic connections*, or a *syntagmatic chain*, following Saussure’s terminology. The deeper structure can be represented by adding new syntagmatic connections between successive elements in the deeper hierarchical levels. We obtain hence a *syntagmatic network* presenting a set of possible alternative syntagmatic chains. We are currently formalising heuristics ruling this construction of syntagmatic chains. They could include for instance:

- The head of any local group is syntagmatically connected to the note $n_i$ preceding the group as well as to the head of any local group closed by $n_i$.
- The head of any local group is syntagmatically connected to the note $n_j$ succeeding the group as well as to the head of any local group started by $n_j$.
- In a series of passing note, there is a direct syntagmatic connection between the notes just before and after that series.
- A syntagmatic chain of notes $\{n_{k-1}, n_{k-2}, \ldots\}$ of same pitch form a single meta-note (Lartillot & Ayari, 2012) whose onset is set at the first note $n_{k-1}$. This meta-note can be syntagmatically connected to any note succeeding any note $n_{k-2}, n_{k-3}, \ldots$ constituting the meta-note.

This concept of syntagmatic network follows Lartillot & Ayari (2012), but we propose here a much simpler network with connections justified by stronger perceptual heuristics, based on local grouping and ornamentation reduction.
The interest of this network is that motivic pattern can be searched for on any path, which enables to detect pattern repetition with or without ornamentation.

Example of syntagmatic networks is shown in yellow in Figures 3.

4. MODAL ANALYSIS

4.1 Scale identification

Previous methods in tonal and modal analysis traditionally compute global pitch statistics (of either whole pieces or on successive arbitrary time frames) that are compared to mode or key templates (Krumhansl, 1990; Gomez, 2006; Gedik & Bozkurt, 2010). The main limitations are that these arbitrary time frames often encompass complex modulations or spurious note events that are foreign to the main mode, and that the templates force a single stereotypical representation of each mode.

In contrast, we are conceiving a new paradigm for modal analysis carried out for each successive note in the prototypical representation, and based on a comparison of the local context (defined by the current and recent notes, and taking into account ornaments reduction) with all possible modes and key scales. A scale can also be identified while recognizing only subset of it, by taking also into account pivotal notes in the scale and longer and main notes in the local context.

Below is a more precise description of the approach, currently under development, specialised here on the analysis of Arabic Maqam music.

- Each Maqam mode is defined by:
  - A scale: a series of pitches, indicated relatively to the origin of the scale.
  - A juxtaposition of ajnas (plural of jins), as shown in Figure 6. A jins is defined as a group of 3 to 5 successive notes such that one (or two) of those notes is considered as pivotal, i.e., melodic lines tend to rest on such notes. The pitch scale of that jins is also expressed relatively to the pivot, to which is associated the value 0. One of the ajnas is considered as the main jins of the Maqam mode: it is typically the one that starts at the tonic of the scale.

- For each successive note $n_k$ being analysed, we keep track of any combination of set of pitches $\{S_i\}$ that have been recently played. For each set of pitches $S_i$, one pitch is selected as pivot, it is the pitch of the note with longest duration, among the notes associated with that set of pitch. The pivot is fixed as the pitch origin, with value 0, and the other pitches of the scale are expressed with respect to the pivot.

- The combinatory of possible subset of pitches can be reduced by taking into account the local grouping structure discussed in section 2. For a given note $n_k$ of pitch $p_k$, a pitch that is not expressed by head of previous local groups, but that appears only as subordinate event(s) of one or several groups $G_i$ will not form a pitch subset with $p_k$ unless the subset also includes the pitch expressed by the head of the group $G_i$. This represents the hierarchical structure of pitch scale, where the less important pitches, appearing as ornaments, can be considered in the scale only if the whole ornament including the group head is included.

- For each set of active pitches $S_i$, we can measure the degree of fit $SJ_{i,j}$ with each different possible jins $J_j$, which is defined as the number of pitches in $S_i$ that can be associated with a pitch in the jins scale, divided by the total number of pitches in $J_j$. Hence this score $SJ_{i,j}$ indicates the proportion of the jins scale covered by $S_i$. Note that scales related to $S_i$ and $J_j$ are both expressed relatively to their pivot, which is in both case equal to 0. The alignment of pivots means that the jins $J_j$ compared to $S_i$ is at a specific transposition.

- For each possible transposition of each Maqam mode, and for each constituting jins $J_j$, we can find the set of active pitches $S_i$ that fits best, i.e. the one with highest score $SJ_{i,j}$. For each Maqam mode, and for each possible transposition, we obtain hence a table of scores that shows how much its constituting ajnas are covered throughout the piece.

- The development of a Maqam mode can be considered as a succession of ajnas. But it appears that an important part of ornamentation transgresses somewhat the border fixed by the ajnas. These ornamentation could be understood as transitory ajnas that appear locally and are superposed to the longer-term logic of the ajnas developed in a larger scale.

- Again, the local grouping structure can be used to infer the temporal scope of the different ajnas discovered. Particular notes that are subordinate events of local groups can infer particular ajnas that do not exceed the scope of the local group.

- We are conceiving methods for choosing the actual Maqam mode, among the different possible candidates. For a new Maqam to be detected at a given note $n_k$, its main jins needs to be activated for that note.

4.1.1 Example

Here there ideas are illustrated through the analysis of the beginning of an improvisation based on Mhayyer Sîkâ maqam (Lartillot & Ayari, 2011). To make the analysis more challenging, we ignore the pedal note D played from the beginning of the improvisation to the end, emphasising the tonic of the mode.

- The improvisation starts with a short note with pitch F.
The next note (pitch A) is very long. We obtain the subset (F,A) with pivot on A. Evidently, a huge number of possible ajnas from various scale at various transposition can be associated to this minimalistic description, so no particular modal context is inferred for the moment.

The third note (pitch Bb) is very short. Subset (A,Bb) with pivot on A is inferred. The combination of the subset (F,A) and (A,Bb) leads to an identification of the Mhayyer Sikâ scale with (F,A) belonging to the main jins while (A,Bb) belongs to the Kurdi A jins.

The next note (pitch G) is longer than the previous one, closing a 2-note local group whose pitch subset (G,Bb) belongs to the Busalik G jins. But in a larger scale, the subset (F,G) belongs to the main jins.

The next two notes (pitch Bb and F) form a local group related to the Mazmoun F jins. In larger scale, F develops further the main jins.

The analysis continues similarly.

4.2 Modal pattern identification

But beyond scales, ajnas and pivotal notes, Maqam modes are also characterised by particular melodic lines. We conceived an innovative method (Lartillot, 2005) for listing sequential patterns and tracking their possible cyclical repetition. We are currently integrating the detection of these modal patterns through an interaction between local grouping, ornamentation reduction and the motivic analysis module.

For instance, the main characteristic melodic line associated with Mhayyer Sikâ maqam is the pitch series A F E D. The modal pattern can be explicitly found along particular paths of the syntagmatic network constructed based on the method presented in section 3.3.

5. FURTHER WORKS

Adequate rhythmical description of notes requires the inference of the underlying pulsation, and more generally of multiple pulsation levels forming a metrical structure. Current beat tracking methods are based on global description of periodicity (such as autocorrelation function) (Dixon, 2007), which, here also, fails to grasp particular idiosyncrasies of music, such as ornaments or sudden changes of tempo. Besides, periodicities can also be expressed as successive repetitions of sequential patterns. This method is applied among others to detect pulsation and construct the metrical structure. The metrical structure cannot always be inferred from a mere search for periodicity in the signal, but may sometimes require the recognition of learned rhythmical patterns.

Our aforementioned method for sequential pattern mining is used to detect not only metrical periodicities, but also any type of sequential repetitions such as melodic themes and motifs (Lartillot, 2005). Ornaments reduction enables to detect varied repetitions; modal and metrical analyses add further musical representations (such as diatonic scale and rhythmic values) along which the sequential pattern mining is carried out as well.

Following Lerdahl & Jackendoff (1983), grouping structures are founded not only on local discontinuity (cf. local grouping module), but also on higher-level aspects, such as mode, metre and motifs. We are extending our previous works (Lartillot & Ayari, 2009) focused initially on linear segmentation in order to integrate multi-level grouping. Contrary to the purely hierarchical representation in Lerdahl & Jackendoff (1983), we propose a model that allows overlapping and multiple segmentation alternatives. One main application of this grouping structure construction is the detection of musical forms. This would be modeled as a mapping between the global grouping structure constructed on a given piece with form patterns that constitute the predefined cultural knowledge.

6. CONCLUSION

One main objective of the CréMusCult project2 was to study the impact of cultural knowledge in listeners’ understanding of music and in our proposed cognitive modeling of music analysis. Cultural knowledge is implemented as specification of list of modes, metrical structures, motifs, forms, but could also take the form of particular parametrization such as in the local grouping module.

The complete framework presented in this paper forms a package, called MusMinr, of MiningSuite, a new Matlab environment for audio and music analysis. A standalone graphical user interface, also called CréMusCult, offers to musicologists the possibility of easily visualize the complete analysis of musical pieces of their choices.

2 Funded by the French research agency (ANR) during the years 2011-2013.
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Gonca Demir
gnc.dmr@windowslive.com

ABSTRACT
Turkish Folk Music Phonetic Notation System/TFMPNS is a notation system example which aims to initiate a parallel application to the international linguistic/musicological application foundations of which were laid under the scope of Istanbul Technical University Institute of Social Sciences Turkish Music Post Graduation Program thesis, which will be developed under the scope of Istanbul Technical University Institute of Social Sciences Musicology and Music Theory Doctorate Program thesis, which is configured in phonetics, morphology, syntactic, vocabulary and lexical axis of together with traditional/international attachments based on Turkish Linguistic Institution Transcription Signs/TLITS and International Phonetic Alphabet/IPA sounds. Through the announcement that will be made under the scope of the 4th International Workshop on Folk Music Analysis/FMA 2014; CantOvation Sing & See™ usage of which is foreseen for the transfer and adaptation stages of Turkish Folk Music Phonetic Notation System/TFMPNS (developed in the axis of local/universal structural/generative/transformation linguistic theories, linguistic/written science/rhetorical/phonological approaches in ethnomusicology and it is consist of Turkish Folk Music Phonetic Notation System Alphabet Database/TFMPNS AD & Turkish Folk Music Phonetic Notation System Sound Database/TFMPNS SD & Turkish Folk Music Phonetic Notation System Dictionary Database/TFMPNS DD & Turkish Folk Music Phonetic Notation System Works Database/TFMPNS WD & Turkish Folk Music Phonetic Notation System Phonotactical Probability Calculator Database/THMFNS PPCD etc) to vocal training applications.

INTRODUCTION
It has been accepted that the basic factor in the traditional musics that reached our modern day through bush telegraph completely as a result of oral culture for centuries; whose theoretical aspect was formed much later; and which has a wholly-performative qualifications is not theory but application and vocalization techniques. It is known that theories related to folk music as notation consist of some rules and classifications that were detected by the musicologists long after their emergence. In the local musics, the theory is tried to be taken from the performance, the notation that is used to detect the music aren't known sufficiently and it isn't understood in all aspects. (Gedikli, 1997: 58-63). Note writing to stabilize the fundamental properties of a music first emerged in the form of theoretical instructions. Throughout history it has been emphasized that the unique tone image should be investigated and vocalized so as to reveal and understand the tone existence of the note writings mediating between theory and practice completely. Nowadays, the high qualifications that traditional notation technique, one of the note writing techniques, has are being ignored. It has been emphasized that the improvement of the writing quality of the traditional notation (Pekoglu, 2007: 1, 21, 53) should be transferred from the debate field based on the protection and vocalization of the traditional music to the planning and implementation field (Gunay, 1988: 65). While putting the musics in a written form, different writing techniques have been used by the musicologists who started a parallel application to the linguistic developments and it has been identified that transcription technique, one of the notation technique of the folk music, has provided many opportunities in the process of putting the local musics in written forms (Duygulu, 2006: 210). Turkish folk music has a privileged place in music types due to regional dialect varieties. The future of Turkish folk music depends on protection of its attitude originating from dialect differences and its resistance against change. Turkish folk music regional dialect properties are transcribed by Turkish Linguistic Institution Transcription Signs/TLITS depending on linguistic laws in axis of phonetics/morphology/parole existence. On the other hand, depending on musicological laws, regional dialect properties of Turkish folk music which is a verbal/artistic performance type structured in axis of linguistic approaches in ethnomusicology/performance display theory are also transcribed by Turkish Linguistic Institution Transcription Signs/TLITS. It is determined and approved by linguistic/musicology source and authoritities that this reality which is also present in other world languages can be transferred to notation and vocalized again and again in accordance with its original through International Phonetic Alphabet/IPA existence and usability of which have been registered by local and universal standards through the notification that will be submitted (Demir, 2011) (see Figure 1).

Figure 1. Musicolinguistic graphic sample:
Radhakrishnan, 2011: 423-463
1. TURKISH FOLK MUSIC PHONETIC NOTATION SYSTEM/TFMPNS


Turkish Folk Music Phonetic Notation System Sound Database/TFMPNS SD: International Phonetic Alphabet/IPA sound records (URL <http://www.langsci.ucl.ac.uk/ipa/sounds.html>), International Phonetic Alphabet/IPA Turkish vowel/consonants tables sound records (IPA, 1999: 154-156), Turkish Language Institution Turkish Audio Dictionary/TLI TAD (URL <http://www.tdk.gov.tr/>, IPA provisions of Turkish folk music texts sound records transcribed with the Urfa/Kerkuk/Tallafer Dialects Turkish Language Institution Transcript Signs/UKTD TLITS (URL <http://tez.yok.gov.tr/UlusalTezMerkezi>), IPA number table (URL <http://www.langsci.ucl.ac.uk/ipa/IPA_Number_chart_(C2005.pdf>), IPA X-SAMPA equivalency table (URL <http://www.kreativkorp.com/miscpages/ipa-x.html>), International Phonetic Alphabet/IPA Turkish vowel/consonant letter tables (IPA, 1999: 154-156), IPA unicode character code charts (URL <http://www.langsci.ucl.ac.uk/ipa/iphonsymbol.pdf>), IPA fonts (SIL Encore IPA and SIL IPA93 fonts (doulos/sophia/manuscript fonts: base characters/diacritics/tone and punctuation)—phonetic fonts for macintosh/windows-adobe fonts for macintosh/windows—the four stone phonetic fonts in GIF form (stone sans/stones sans alternate/stone serif/stone serif alternate)—rogers fonts (IPAPhon) for macintosh/windows-phonetic fonts for TeX/LaTeX etc. (URL <http://www.langsci.ucl.ac.uk/ipa/ipafonts.html>), (see Table 1-2).
<table>
<thead>
<tr>
<th>Standard Turkey Turkish/STT</th>
<th>International Phonetic Alphabet/IPA</th>
<th>Turkish Language Institution Transcription Signs/TLITS</th>
<th>International Phonetic Alphabet/IPA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gele gele geldik bir kara taşa</td>
<td>jele jele jeldic bir kara taʃa</td>
<td>Gele gele geldim bir kara daʃa</td>
<td>Gele gele geldüm bir kara daʃa</td>
</tr>
<tr>
<td>Yazılıılanlar gelir sağ olan başa aman efendim</td>
<td>jazululanlar gelir sa: olan baʃa aman efendim</td>
<td>Yazılıılanlar gelur sağ olan başa aman efendim</td>
<td>jazululanlar gelur sa: olan baʃa aman efendim</td>
</tr>
<tr>
<td>Bizi hasret koyar kavim kardaʃa</td>
<td>bizi hasret kojar kavim kardaʃa</td>
<td>Bütüz hasret kojdu kavum kardaʃa</td>
<td>Bütüz hasret kojdu kavum kardaʃa</td>
</tr>
<tr>
<td>Bir ayrılık bir yoksulluk bir ölüm aman efendim</td>
<td>bir ajırluʃuk bir joksuluk bir olyum aman efendim</td>
<td>Bir ayrılıh bir yoʃsılıh bir ölüm aman efendim</td>
<td>Bir ajırluʃuk bir jıysululuk bir aʃım aman efendim</td>
</tr>
<tr>
<td>Nice sultanları tahttan indirir</td>
<td>niʃçe sultandaɾı tuhttan indirir</td>
<td>Nice Süleymanları tahttan endirir</td>
<td>Niʃçe şulemanları tahttan endürür</td>
</tr>
<tr>
<td>Nicesinin gül benzini soldurur aman efendim</td>
<td>niʃçeʃi niʃ niʃ sül benzini solduraɾ aman efendim</td>
<td>Nicesiʃni niʃ niʃ_sül benzini soldurur aman efendim</td>
<td>Niʃçeʃümmiş niʃ niʃ_sül benzini soldurur aman efendim</td>
</tr>
<tr>
<td>Nicoleleri dönüşmez yola gönderilir</td>
<td>niʃeleɾi donmez şola şonderir</td>
<td>Nicolelerini dönüşmez şole gönderilir</td>
<td>Niʃçeşmiş demeɾe şe şonder.ir</td>
</tr>
<tr>
<td>Bir ayrılık bir yoksulluk bir ölüm aman efendim</td>
<td>bir ajırluʃuk bir joksuluk bir olyum aman efendim</td>
<td>Bir ayrılıh bir yoʃsılıh bir ölüm aman efendim</td>
<td>Bir ajırluʃuk bir jıysululuk bir aʃım aman efendim</td>
</tr>
</tbody>
</table>

**Note 1.** Transcription systems in Anatolia dialect researches: transcribed with Standard Turkey Turkish/STT in the axis of standard writing/transcription/variation method (Demir, 2010: 93-106).


**Note 4.** International Phonetic Alphabet/IPA usage in dialect researches of Turkish language: written dialect texts in Turkey by using IPA (TDK-IPA) provisions of transcription signs are transcribed with Standard Turkey Turkish/STT-Turkish Language Institution Transcription Signs/TLITTS International Phonetic Alphabet/IPA (Pekacar & Guner-Dilek, 2009: 575-589).

**Table 1.** Turkish Folk Music Phonetic Notation System/TFMPNS provisions of transcription signs are transcribed with Standard Turkey Turkish/STT > International Phonetic Alphabet/IPA.

**Table 2.** Turkish Folk Music Phonetic Notation System/TFMPNS provisions of transcription signs are transcribed with Turkish Language Institution Transcription Signs/TLITS > International Phonetic Alphabet/IPA.
2. CANTOVATION SING AND SEE™ (SINGING SOFTWARE FOR REAL-TIME VISUAL FEEDBACK OF THE VOICE IN VOCAL TRAINING) FEATURES/PRODUCT RANGE

CantOvation Sing & See™ features; pitch trace: is indicated in the comprehensive presentation of ivories reminder as lines constantly moving. In the processes of passing from a musical note to another, it indicates changes in intonation and control/domination effectiveness/deficiency on the notes. Piano keyboard: pitch is indicated by active ivories reminder being determined as red. Stave view: pitch can be directly seen at stave display. Spectrogram display: brightness and power of each voice harmonics indicated in colour spectrogram is directly proportional. Tone balance, tone changes and tone interval can be seen in the process of singing. The singer editor can be observed between horizontal lines at 2kHz-4kHz and be varied between narrow band- broad band. Real-time spectrum: volume of lines/graphic curves indicates the power of each harmonic in voice. Song editor spectrum enables to find tone balance of voice in the process of singing and present sudden visual reaction/feedback related to changes in singing performance. Level meter: helps adjusting balance tone throughout tessitura as directly proportional with the volume of green bar. (URL <http://www.singandsee.com/features.php>).

CantOvation Sing & See™ product range; student version: real time intonation was designed in three modes as ivories, musical stave display and intonation as a practical tool in order to provide feedback. Professional version: united display which can present integrated spectrographic and intonation images was designed as a software having advanced level of features as recording voice records and replaying. Teacher's manual: Singing Pedagogy at Digital Period prepared by Jean Callaghan and Pat Wilson was exclusively designed for the instructors. Visual display explanations on manual screen includes question discussions related to voice and exercises with the number more than 200 to be taken into consideration in individual applications. Teacher’s package: the product includes user manual, professional singing software and instructor manual. Multi-Packs: includes 10 licences for student version in order to be able to distribute students. (URL <http://www.singandsee.com/products.php>) (see Figure 2-8).

Figure 2 CantOvation Sing & See™: URL <http://www.singandsee.com/>

Figure 3 CantOvation Sing & See™ - pitch trace: URL <http://www.singandsee.com/features.php>

Figure 4 CantOvation Sing & See™ - piano keyboard: URL <http://www.singandsee.com/features.php>

Figure 5 CantOvation Sing & See™ - stave view: URL <http://www.singandsee.com/features.php>

Figure 6 CantOvation Sing & See™ - spectrogram display: URL <http://www.singandsee.com/features.php>

Figure 7 CantOvation Sing & See™ - real-time spectrum: URL <http://www.singandsee.com/features.php>

Figure 8 CantOvation Sing & See™ - level meter: URL <http://www.singandsee.com/features.php>
4. CANTOVATION SING AND SEE™ (THE LATEST ADVANCES IN TECHNOLOGY FOR VOICE TRAINING VOCAL SOFTWARE FOR SINGERS) IPA SECTION

International Phonetic Alphabet/IPA is a type of standard alphabet consisting of signs and symbols for representing sounds on paper, coding sounds in all languages in an exemplary form, avoiding confusions caused by several transcription systems with inconsistent and arbitrary software by enabling languages to accurately pronounced. Latin characters are basically used in formation processes of International Phonetic Alphabet/IPA; characters borrowed from another alphabets have been changed in a way that will conform to Latin characters. (IPA, 2009: vii-viii). IPA consists of six main parts as pulmonic consonants, non-pulmonic consonants, vowels, suprasegmentals, diacritics, other symbols. In addition to this, it is included in Turkish vowel and consonant character tables (IPA, 1999).

Use of IPA in musical applications: it has been emphasized that language contains several dialects and this content is existing in each language and thus in music of each language, accurate pronunciation of this different articulation features can only be accessed through IPA use and pronunciation contributing melodic memory development with invoking effect, form of singing based on pronunciation features of vowels provides immense facilities in the issues such as enabling performer to find its personal dialectic, yielding beautiful-accurate sound etc. To what extent use of IPA within music directs explicitly practical behaviors and performances of musicians during adaptation and the reasons underlying level-details of perceptibility-intelligibility by musicians for IPA forms (Kurt, 1967: 4) (see Figure 9).

Voice therapy programmes/applications defined as changing voice through behaviourial methods and making a new behaviour pattern by determining targeted voice within physio anatomic boundaries (being able to be steady during verifying/speaking process in determining standard/targeted voice-producing targeted voice/change vocal behaviour patterns) are structured by using physiopathology mechanism. Moreover, most of pedagogic approaches providing basis for voice therapy programmes and used in performing arts are used as voice therapy technique, and traditional therapy methods related to the area of vocal pedagogy which is a type of verbal-artistic performance direction pioniary by structuring at the accent of multidisciplinary approaches. Voice therapists/vocal experts emphasized that practical scientific researches should be improved and extended within the scope of experimental voice studies in voice laboratories along with voice/speaking pathologists through concentrating on more contemporary methods instead having off applied in the area of singing pedagogy. (Denizoglu, 2008: 1-16 URL <http://fonomed.net/pages/sesterapileri.pdf> & (Denizoglu, 2005: 1-11 URL <http://www.fonomed.net/ders_notlari.asp>).

It was emphasized by the phonologists that many speaking/voice appraisal tools developed upon therapy applications on language/speaking disorders being foreseen to use at the axis of International Phonetics Alphabet/IPA: Turkish Folk Music Phonetic Notation System Phonetic Awareness Competence Development Processes/TFMPNS PACDP (ensuring transitivity among getting sensitive to speaking voices/being able to manipulate-healthy vocal cord requirement-technique ergonomics-behaviour modifications/symptoms-standard kinaesthetic voice therapy techniques-carrying intonation exercises-melodic memory development-personal performance dialectics-accurate voice production-oral motor control competences-articulation-notation and repertory transfer- phonetic structure particular to language and voice educational/doctrinal applications-reaching the level of standardization by merging therapy applications for language/speaking disorders with traditional therapy methods particular to the area of vocal pedagogy etc.) are among the materials survived in the infrastructure of theoretical/operational database (Koçak, URL <http://drismailkocak.com/tr/ses-terapisi.html>).

In order to initiate an application in parallel with methods and techniques of singing accepted as cult in the world, without changing the articulation centre in the process of speaking and singing, establishing direct relation between Turkish language voice formation provisions and singing voice formation provisions, defined Turkish language as a language having phonologic features which may help to develop and enrich Turkish voice cult, causing the emergence of voice cults different from each other by the influence of vowel and consonant phonemes used by communities on the method and techniques of singing; the requirement for developing method and techniques for singing as in compliance with the structure of Turkish language phonetic and articulation mechanic were emphasized by singing pedagogues (Toreyin, 2000: 83-91) & (Sazak, 2001: 82-88) & (Çevik, 1988: 79).

![Figure 9 CantOvation Sing & See™ IPA section: vowels from International Phonetic Alphabet/IPA:](http://callaghan Wilson.com/2003:275)
3. SUMMARY

Which was developed by company of innovative voice technology CantOvation as a research project under the leadership of vocal trainers/software engineers who make detailed studies in Sydney University School of Communication Sciences and National Vocal Center on singing pedagogy/analysis of voice projections/software development in the axis of high level/recent technology opportunities, existence/usability in musicological literature of which is registered in various fields by national/international standards which is used by many vocal trainers/vocal performers actively, database of which continues to exist in the fictional/executorial infrastructure by including vocal/musical properties such as International Phonetic Alphabet pitch labeling, tone quality (voice timber/harmonics/analysis ect), nuance properties (vibrato/legato/glissendo ect), syllabic/pitch frequency regions (ting/metalllic voice/power conveying ect), complex real-time linguistic/musicological operation algorithms, piano key reminders, notational/differential confirmation providing perspective schematic graphs/feedbacks (spectrogram/spectrum ect), which can provide teacher/student/professional versions in its product range, sequential/modal/pitch differential application/activation forms, vocal/musical performance assessment sheets ect within its hand book, identified as “Singing Software for Real-time Visual Feedback of The Voice in Vocal Training” and “The Latest Advances in Technology for Voice Training Vocal Software For Singers” CantOvation Sing and See™; in the theoretical/operational infrastructure of Turkish Folk Music Phonetic Notation System/TFMPNS (Turkish Folk Music Phonetic Notation System Alphabet Database/TFMPNS AD-Turkish Folk Music Phonetic Notation System Sound Database/TFMPNS SD-Turkish Folk Music Phonetic Notation System Dictionary Database/TFMPNS DD-Turkish Folk Music Phonetic Notation System Work Database/TFMPNS WD-Turkish Folk Music Phonetic Notation System of Phonotactic Awareness Skill Development Processes/TFMPNS PASDP-Turkish Folk Music Phonetic Notation System of Phonotactic Therapy Applications/TFMPNS PTA-Turkish Folk Music Phonetic Notation System of Phonotactic Probability Calculator Database/TFMPNS PPCD) along with local/universal relations phonics/phonetic-morphology/syntactic-vocab/phonetic awareness competences at the level of vocable scientific dimensions, it is a model foreseen to use in transfer and adaptation processes to voice training/doctrinal applications of International Phonetics Alphabet symbols/voices subsisting at the axis of development processes (requirement of healthy vocal chord/technical ergonomics/correct sound production/behavior modifications/articulation/articulatory features of vowels/consonants/development of melodic memory/personal performance dialectic/notation and implementing on repertory etc. and supra-segmental features/piece sound units like sound quality/level/height/emphasis/tonal/timbral variation ratios etc.)
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Abstracts
ABSTRACT

In this paper the question of whether the Phrygian mode is always associated with perceived emotional responses of negative valence is looked into. To this end, we carried out a series of experiments. Music from two musical traditions where the Phrygian mode is very common, flamenco and Galician music, were chosen for listening tests. Our subjects were 124 children of age 4-7. Some subjects were complete unfamiliar with both traditions and some were familiar with the Galician tradition; none was familiar with flamenco music. Results showed that the perceived emotion was in all cases of positive valence, flamenco music having less valence than Galician music.

1. INTRODUCTION

After a few decades of research, some answers can be offered to the central question of which variables affect emotional response. Among those variables, we encounter intervals (Trainor et al., 2002), melodic contour (Juslin & Sloboda, 2010) (chapter 21, pages 575–604), tonal function and harmony (Sloboda, 1991), Costa et al. (2004), texture (Webster & Weir, 2005), and tempo and mode (Dalla Bella et al., 2001), Caetano et al. (2013). Much of the research on mode has focused and still focuses on the effect of mode, in particular, major and minor modes. Ramos et al. (2011) studied the effect of mode on the emotional response. These authors studied the combined influence of tempo and mode by using the seven Greek musical modes.

Several conclusions in the work by Ramos et al. called our attention. For example, they found that the first and third degree of the mode do not determine the emotional expression of the mode. Also, they reached the conclusion that change in mode is enough to modulate emotional judgments. More interesting was the suggestion that manipulation of mode and tempo do not result in sudden changes of emotion. However, the conclusion that seemed worth deserving further research was that the Phrygian mode is associated with negative valence, in particular, there seems to be an association of Phrygian modes with sadness, which, according to those authors, does not change very much when tempo is increased.

We decided to further investigate the apparent association of Phrygian mode with sadness (or feelings of negative valence). We carried out a study by using Galician and flamenco music, two musical traditions where the Phrygian mode is ubiquitous. Furthermore, the subjects of our experiments were children from age 3 to 7. Previous research by the authors can be found in Tizon et al. (2013). The research contained in this paper is a continuation of Tizon et al. (2013); here experiments were performed on a larger number and more general subjects (with no musical training and from a region whose musical tradition includes the Phrygian mode).

2. THE WORK OF RAMOS ET AL.

The experiments conducted by Ramos and collaborators consisted of the following steps. A piece was composed in major mode and then played in all other musical modes at three different tempi (midi piano timbre was chosen for the stimuli). Adults were used for the listening experiment and they had musicians and non-musicians among their subjects. They only used one piece for the whole experiment. See their paper for further details (Ramos et al., 2011). The Figure below summarizes the main findings (on page 169). This graph shows the seven Greek modes and how the emotional response changes as a function of tempo (dots are connected in increasing tempi).

![Figure 1: The effect of mode and tempo on the emotional response in Ramos et al. (2011).](image)

It can be noticed how the Phrygian mode is mainly on the quadrant corresponding to sadness and when tempo increases it goes to the first quadrant (that of happiness) but still with low values for the valence.

3. A CLOSER LOOK TO THE PHRYGIAN MODE

As said at the outset, we wanted to further investigate the Phrygian mode. Thus we conjectured that the effect of mode would depend on the particular style, too. Therefore, we set out to carry out further experiments to study the perceptual behavior elicited by the Phrygian mode. We posed ourselves several research questions: (1) Does the Phrygian mode induce the same perceived emotional responses irrespective of the musical tradition?; (2) What is
the perceived emotional response of children to the Phrygian mode?; (3) What is the perceived emotional response of children who are unfamiliar with the given music tradition?

4. EXPERIMENTS

4.1 Participants

124 children of 4-7 years of age participated in the experiment. They listened to pieces written in Phrygian and major mode. The major mode was introduced for the sake of variety of stimuli. Pieces in Phrygian mode were taken from flamenco and Galician musical traditions and pieces in major mode from the Castile tradition. Children were from Galicia and Castile and they were unfamiliar with flamenco music (in the sense that flamenco was not the musical tradition they grew up in).

4.2 Musical stimuli

Pieces were chosen after a careful selection; they should have similar melodic contour (to be sure that was not causing the emotional response). A piano timbre was used for the actual stimuli. The subjects were presented with pieces at three tempi, 72, 104, and 144 bpm. Depending on the age, the subjects listened to 12 pieces or 6 pieces on each session.

4.3 Procedure

As children sometimes have difficulties to verbalize their perceived emotions, we used drawings of faces so that they had only to point to them to give their responses. The Figure below shows an actual response sheet from the experiment. We tested four basic emotions: happiness, fear, sadness, and serenity (read the Figure counterclockwise starting on the first quadrant).

![Figure 2: Drawing of faces used in the experiments.](image)

Faces were pre-tested by children and teachers to see if they were adequate. The experiment was carried in groups of 1 to 5 children, depending on age. Also, outliers were identified (some children chose systematically faces by gender). Presentation was randomized by tempo, corpora and faces.

4.4 Results and discussion

In the Table below the emotions most frequently chosen by subjects according to the musical tradition and tempi are shown. For flamenco and Galician music we observe that sadness and fear, the emotions of negative valence, vary very little with tempi, whereas happiness and serenity do increase.

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Tempo</th>
<th>Happiness</th>
<th>Fear</th>
<th>Sadness</th>
<th>Serenity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Galicia</td>
<td>72</td>
<td>0.27</td>
<td>0.18</td>
<td>0.27</td>
<td>0.27</td>
</tr>
<tr>
<td></td>
<td>104</td>
<td>0.31</td>
<td>0.23</td>
<td>0.25</td>
<td>0.31</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>0.36</td>
<td>0.14</td>
<td>0.24</td>
<td>0.25</td>
</tr>
<tr>
<td>Flamenco</td>
<td>72</td>
<td>0.22</td>
<td>0.16</td>
<td>0.33</td>
<td>0.29</td>
</tr>
<tr>
<td></td>
<td>104</td>
<td>0.24</td>
<td>0.09</td>
<td>0.33</td>
<td>0.34</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>0.3</td>
<td>0.14</td>
<td>0.23</td>
<td>0.34</td>
</tr>
<tr>
<td>Castile</td>
<td>72</td>
<td>0.33</td>
<td>0.19</td>
<td>0.21</td>
<td>0.28</td>
</tr>
<tr>
<td></td>
<td>104</td>
<td>0.42</td>
<td>0.1</td>
<td>0.16</td>
<td>0.33</td>
</tr>
<tr>
<td></td>
<td>144</td>
<td>0.47</td>
<td>0.12</td>
<td>0.16</td>
<td>0.24</td>
</tr>
</tbody>
</table>

Table 1: Emotions most frequently chosen by subjects in different musical tradition and tempi.

As Ramos et al. did for their experiments, we also mapped the results onto the Russell’s circumplex model of affect, which is formed by four quadrants; see Figure below. Each emotion was assigned a pair of values valence-arousal. Thus, happiness is \((1, 1)\), fear \((-1, 1)\), sadness \((-1, -1)\), and serenity \((1, -1)\); see Figure 2. Notice that, irrespective of the musical tradition, all the emotional responses have positive valence (serenity or happiness) in contrast to the results of Ramos et al.

![Figure 3: Arousal and valence of emotional responses as function of tempo.](image)

5. CONCLUSIONS

Our results suggest that the Phrygian mode is not necessarily associated to emotions of negative valence. According to our findings, the Phrygian mode seems to be related to serenity. Although it is often the case, tempo is not always associated with large increase of arousal; we run statistical tests (not shown in this abstract because lack of space) to support that fact and they were positive. Arousal increased as tempi increased. It seems that the particular style is important to the emotional response. The musical characteristics of Galician and flamenco music are quite different. Mode modulates emotional response, but it does not determine emotional response on its own.

Our future work will consist of conducting the same experiments with children from Andalucia who are familiar with flamenco music and study how musical enculturation affects the emotional response. We also observed variations on the perceived emotional response across age, which certainly deserves to be further investigated. Also, we would like to repeat all the experiments with adults and compare the results to those obtained with children.
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1. EXTENDED ABSTRACT

Two main approaches of instrument classification methods have been developed so far. On one side, the oldest one is the classical Organology (Tranchefort, 1980), coming from physics and musicology, which aims to define the main classes of instruments based on their sound production modes. Among these classes, chordophones gather any musical instrument that makes sound by way of vibrating strings stretched between two points. It is one of the four main divisions of instruments in the original Hornbostel-Sachs scheme of musical instrument classification. On the other side, computing sciences have developed the field of Machine learning dedicated to music, called Music Information Retrieval (MIR) (Klapuri, 2004; Herrera-Boyer et al., 2006). MIR is the interdisciplinary science (bridging musicology, signal processing, psychology) which aims to retrieve any meaningful information from music, which can be whether learned first (i.e. supervised classification), or discovered without any a priori knowledge (i.e. unsupervised classification). Within these two approaches of instrument classification, the timbral complexity and diversity of ethnic music raises major problems, making the definition of robust note templates rather difficult (Cornelis et al., 2010; Lidy et al., 2010), and consequently the definition of instrument classes and their automatic recognition.

In this study, we performed an acoustic characterization of the timbre of six plucked string instruments of Africa (e.g. Mvet from Cameroun, Marovany and Valiha from Madagascar), with the goal of quantifying the timbral complexity within this instrument class. As a first step, a complete set of acoustic descriptors is used to project the timbral signature of each instrument in a multidimensional space integrating many physical components of the timbre (e.g. temporal profile, spectral content). This signature is studied on the whole pitch range of each instrument. Then, methods to reduce the dimensionality of this representation space have been used to conserve only dimensions optimizing certain criteria, such as the inter-class discrimination or the descriptor redundancy. As a second step of analysis, unsupervised analysis of data visualisation/structuration (e.g. clustering) have been used to quantify the dispersion of the acoustic timbre. A complexity measure of the timbre has been derived from this dispersion. This study presents inter-note / inter-instrument / inter-cultural (ethnic / Western, where the same methods are applied to six different western plucked string instruments) comparative results. Discussions are eventually proposed on the thematics of automatic instrument classification (in particular on the appropriateness of current methods developed for Western instruments to classify ethnic instruments) and music transcription (in particular on the design of specific note templates and dictionaries able to integrate the acoustic variability between instruments) when considering ethnic music.
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1. EXTENDED ABSTRACT

Within our MIR project on the Marovany zither repertoire (Chemillier, 2013), we illustrate here the usefulness of multiscale scattering in Music Information Retrieval (MIR) tasks. As most notes from plucked string instruments, a note of zither is composed of two main phases: note attack (i.e. transients) and note decay phases (which may include intermodulation, corresponding to sympathetic resonances between adjacent strings). This repertoire offers an interesting challenge to the task AMT, with difficulties including note overlap, intermodulation, great dynamics, great speed of playing, polyphonic characteristics (due more to a slow note decaying than to a specific vertical writing), the presence of external musical (e.g. a rattle called kantsa, hand-clapping and vocal interactions) and noisy (e.g. ambient noise from the audience) sources.

This paper compares scattering representation with other representations of the signal, namely Fourier transform, MFSC, Wavelets. To prove that a certain representation does provide benefits as a replacement over usual representations, then a natural and scientifically sound approach is to provide a comparative study with a reference dataset and state-of-the-art algorithms, where we explicitly show the differences in performances by replacing successively one transform with another. Two crucial tasks in MIR will be evaluated in this work: onset estimation and instrument recognition. For the onset estimation task, the spectral flux (Bello et al., 2004) will be computed, as characterizing distance measures between consecutive frames of a multi-dimensional representation of a signal (classically, a spectrogram). We will also focus our interests on instrument recognition, using simple classifiers to concentrate on the properties of feature vectors as opposed to a specific classifier.

The scattering coefficients have already been applied to various information retrieval tasks, including musical instrument classification (Anden & Mallat, 2011), note characterization (Anden & Mallat, 2012) and texture classification (Bruna & Mallat, 2013). They have proven useful in many audio classifiers, which can be partly attributed to their stability to deformation (Anden & Mallat, 2012). Based on their results, second-order Cosine Log Scattering (CLS) vectors were shown to achieve significantly higher accuracy than other classical representations (e.g. MFCCs or Delta-MFCCs) since they recover lost non-stationary structure of the signal and provide richer representations. Anden & Mallat (2012) also stated that: "The ability to characterize non-stationary signal structures opens the possibility to capture more sophisticated auditory phenomena such as transients, amplitude and frequency modulations, time-varying filters, chord structure and rhythms with co-occurrence scattering coefficients”.

This scattering representation was developed by Mallat (2012) around the notion of invariability, crucial to define robust instrument-specific templates used in supervised classification. To explain the concept of stability, let’s consider a feature representation $\phi$, mapping an audio signal $x$ to $\phi_x$. $\phi$ is stable to deformation if the Euclidean distance $||\phi_x - \phi_{x'}||$, where $x'(t)$ is a deformed signal defined as $x(t - \tau(t))$, is small for a time-warping function $\tau$ small. It is interesting to underline the motivations which originate this method, conceived as an extension of Mel-Frequency Spectral Coefficients (MFSCs). High-frequencies are more sensitive to deformation than low-frequencies, which makes the Fourier-based spectrogram particularly non-adapted to take into account small deformations of a signal. The logarithmic averaging used in a mel-scale removes this instability, providing the MFSCs with a non-variable representation of a signal from one observation to another. However, this averaging naturally loses high-frequency information. Scattering coefficients have then been conceived through a cascade of wavelet decompositions and modulus operators with the goal of recovering the information lost in MFSCs while remaining stable. The acoustic richness of scattering representation emerges from this construction.

To test this method, we chose to use a reduce database with a precise onset annotation, performed robustly using a multichannel sensory system to retrieve musical notes (Cazau et al., 2013). At the opposite to past studies (Bello et al., 2005), which used extensive databases with hand labeling, which is prone to errors. For the task of instrument classification, we present some results on several African zithers of Madagascar and Cameroun, which also offers a very challenging task. From these two studies, scattering coefficients are indeed shown to bring better results, especially in the detection/characterization of musical onsets.
which are explained through the richer acoustic information contained in scattering representation.
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1. EXTENDED ABSTRACT

The meeting between Music Information Retrieval and Ethnomusicology has given way to a new scientific community called Computational Ethnomusicology (Tzanetakis et al., 2007), which aims to adapt MIR tools and develop specific ones to the corpus of ethnic music. In particular, rhythmical characteristics in music have received a great number of studies (especially on the tasks of pulse detection, identification of metrics). In this project, we will consider a corpus of African music, and focus on a specific common rhythmical characteristic designated as contrametricity, using a computational ethnomusicology approach. (Arom, 1983, p. 339) defines contrametricity as a rhythm in which onsets locations and accents are in conflict with pulsation. For example, in jazz music, hand clapping located on weak beats are contrametric in regards to strong beats of the same measure. Chemillier et al. (2013) studied the contrametricity in different musical repertoires of Africa, including the music of Madagascar.

For this project, our musical dataset consists of traditional tunes played by the Marovany, a tall zither in the form of a rectangular box built from recycled wood products, which also takes part in a possession cult called tromba in southern Madagascar. A first originality in this work is the use of a multichannel sensory system to constitute our sound database. This technology allows a multi-channel acquisition of the Marovany music, with independent signals corresponding to the played strings. Such analytical recordings make the task of note segmentation and labelling much easier (Cazau et al., 2013). A complete set of traditional tunes of Marovany has been collected with this technology in Madagascar in last June.

As a preliminary step in this study, we have first performed a qualitative musical analysis aiming to characterize and illustrate the contrametricity in the Marovany repertoire. Next, in the framework of Computational Ethnomusicology, we designed a complete set of rhythmical descriptors, including some from the tasks of describing rhythm complexity and syncopation, in order to retrieve automatically the contrametricity in musical excerpts. We will distinguish in particular two classes of contrametric-

1. selecting optimal rhythmical descriptors in the characterization of the contrametricity in the Marovany repertoire, with labelled musical sequences took as references. Following this study, a general discussion will be held on the appropriateness of Lerdahl & Jackendoff (1983)’s theory to study contrametricity in African music;

2. identifying acoustic parameters of influence (e.g. duration, amplitude, onset locations of notes) and quantifying their respective contributions to the contrametric characteristic. Such sensitivity study has helped in the design of more specific descriptors which integer the proper representations and parameters to retrieve the contrametricity;

3. performing a computational study to make this analysis automatic and objective on a large database, and observe statistic tendencies of this characteristic. Also, we will address the topic of classification of tradi-
tional African tunes, and comment on the ability of the contrametricity to discriminate between these different tunes, and also between country-specific tunes.
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INTRODUCTION
This interdisciplinary case study focuses on two well-established music traditions, flamenco and Arab-Andalusian music with special focus on the melodic aspects of the singing voice. We apply a hybrid methodology combining a traditional musicological analysis with music information retrieval techniques. Focusing on two representative pieces, a flamenco martinet and an Arab-Andalusian inshad, we illustrate commonalities and divergences among these traditions, and evidence on how existing technologies allows us to formalize expert’s knowledge and complement traditional analysis methodologies by discovering relationships that might otherwise have been unnoticed.

1. BACKGROUND
1.1 Flamenco
Flamenco is an oral music tradition with roots as diverse as the cultural influences of its area of origin, Andalusia, a region in southern Spain. Over the centuries, the area and, of course, its music have been influenced by the ancient Tartessian culture as well as Phoenician and Roman colonizations, notwithstanding later settlements by Visigoths, Arabs, Jews, Christians, and to a large extent gypsies, who decisively contributed to shape its form as we know it today (Blas-Vega & Ríos-Ruiz, 1988; Navarro & Ropero, 1995). Flamenco music germinated and nourished mainly from the singing tradition (Gamboa, 2005). Accordingly, the role of the singer soon became dominant and fundamental. The flamenco singing voice can be characterized as unstable in pitch, timbre and dynamics (Merchán Higuera, 2008). Melodic movements are composed of conjunct degrees and performances include spontaneous complex, microtonal ornamentations and melisma (Mora et al., 2010).

1.2 Arab-andalusian music
The Arab-Andalusian music tradition can be traced back to the 12th century in Al-Andalus, to the muslims and christians living in the Moorish Spain (Chaachoo, 2011) and is the result of many influences, including Middle-East Arabic classical music, Hispanic music traditions of the Iberian peninsula, and other classical traditions such as the Gregorian and Byzantine ones. The Andalusian tradition is maintained in quite a few north african regions (Poché, 1995; Guettat, 2000) mainly in Morocco, Algeria, and Tunisia. Andalusian music is organized around the concept of nawa (Poché, 1995; Guettat, 2000), a collection of melodies belonging to the same melodic mode, which defines not only the pitch content but is also linked to specific emotions or states of mind and is consequently associated with certain social occasions. Furthermore a mode is defined by its pitch range (tessitura), a tonal center around which the melody gravitates, important scale degrees which provide the mode’s characteristic flavor and a set of melodic cells, known as centones. The singing voice being the key element, Andalusian music is characterized by the use of sung poems (san’as) (Cortés García, 2003), taken from Arabic classical poetry. As in the case of flamenco, Andalusian music tradition has been preserved and kept alive as an oral tradition.

2. MUSICOLOGICAL ANALYSIS
1.3 2.1. The flamenco martinet
The martinet is a traditional monophonic flamenco singing style characterized by a common melodic skeleton, slow tempo, solemn performance, free rhythmic interpretation and a large amount of melismatic ornamentation. In the present study we provide a detailed analysis of a representative martinet performance by the renowned singer Tomás Pavón, treating musical form, characteristic melodic movements, underlying tonality and the use of ornamentation. We furthermore introduce different concepts of symbolic representation and analysis schemes.
2.2 The Arab-andalusian inshád

The inshád is a sung poem of two verses. Forming part of the Arab-Andalusian musical heritage, the melodic progression is based on set motives which are spontaneously ornamented (Chaachoo, 2011). We analyze a performance by singer Zohra Abbetiw in the Al-Sika mode. After giving an overview of the general characteristics of the mode, we discuss rhythmic interpretation, the tonal importance of the scale degrees, formal aspects and the use of ornamentation in the performance under study.

3. COMPUTATIONAL ANALYSIS

Manual analysis is complemented by the extraction and interpretation of melody-related features on various abstraction levels. We extract automatically-computed fundamental frequency and energy envelopes and analyze their fine-structure regarding the use of ornamentation, frequency and volume vibrato as well as melisma. In a next step, an automatic transcription algorithm quantizes the fundamental frequency into single note values.

The so obtained symbolic representation is the basis for the computation of pitch histograms, which display the temporal of occurrence of each pitch class wrapped into a single octave. We analyze the pitch histograms regarding the relation between temporal occurrence and tonal importance of the different scale degrees. Based on both, automatic transcriptions and fundamental frequency envelopes, we compute statistical performance descriptors related to pitch content, vibrato and note onsets and durations.

4. RESULTS AND CONCLUSION

Analyzing the pitch histograms, we illustrated that the tonal importance of the tonic in the martinete does not correspond to an elevated temporal occurrence, since long melismatic ornamentation and insistence on recitative note are usually limited to scale degrees other than the tonic. The histogram furthermore shows a concentration of the pitch content in the first six scale degrees and a comparatively high temporal occurrence of pitch classes not contained in the underlying scale. In contrast, the temporal pitch distribution of the notes of the inshád does reflect their corresponding tonal importance, is spread more equally over all pitch classes and is mainly limited to the notes contained in the Al-Sika mode. Analyzing fast pitch fluctuations we furthermore observe a simultaneous overlay of melisma and vibrato in the martinete performance.

In this case study, we have presented a methodology for the analysis of music recordings that combines manual and automatic descriptions of music recordings by using state-of-the-art techniques. We detected similarities and differences on the two analyzed pieces, martinete and inshád, in terms of tonality, ornamentation, melodic line, scale, and vibrato. Although these properties refer to specific pieces, some of the traits are representative of flamenco and Arab-Andalusian music traditions. In the future, we intend to carry out a more extensive analysis that will include many pieces of each music tradition. Our methodology can be applied to other pieces and traditions, but proper adaptation should be carried out.
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1. INTRODUCTION

Many traditional Chinese pieces have been transcribed for, and are frequently performed on, Western Classical instruments. Our study focuses on a cross-cultural comparison of erhu music performed on the violin and on the original instrument. Performances of erhu music on violin differ qualitatively, both in the pacing and sonic shaping of the music, from that on the original instrument. It is our goal to quantify this difference so as to create better models and representations for folk music analysis.

The use of vibrato in modern erhu playing can be traced back to the violin. Western Classical music played an important role in the development of erhu playing from the beginning of the twentieth century. Liu Tianhua (刘天华) (1895-1932), a Chinese musician, erhu teacher and composer, is especially noted for his innovative work on erhu. He studied violin, piano and Western music composition theory in his younger years, and adopted the violin vibrato and trills for erhu playing. He also introduced tremolo, spiccato, and pizzicato into erhu playing (Wang, 2002). These diverse playing styles gave a new life to erhu, and made it stand out in Chinese music. These techniques are now widespread and used extensively in erhu playing.

Our study of an erhu piece played on both erhu and violin seeks to measure playing styles when the violin may be emulating the erhu. In fact, the influence goes full circle and can be traced back to the violin because the vibrato techniques on erhu originated in erhu players borrowing from violinists. Nevertheless, the quantitative study of vibrato in these two instruments reveals interesting differences.

1.1 Motivation

Scientific study of expressivity in performances of Western Classical music has been a subject of study since the beginning of the twentieth century (Seashore, 1932, 1938). While music technology research focused on Chinese music has increased in recent years—for example, Yang & Hu (2012)’s work on automatic classification of Chinese and Western music instruments and Tian et al. (2013)’s work on emotion categorisation of singing in Chinese songs. However, studies on expressive features of non-Western music has received comparatively less attention, and the field is wide open for exploration. Ozaslan et al. (2012) has showed a pioneering cross-cultural comparative analysis between Turkey Mamkan music and Western Classical music.

As is true for transcription of music of diverse cultures (Ellingson, 1992), expressivity in the performance of Chinese music is poorly captured by Western common music notation (CMN). Chinese music was traditionally notated using Gongche (工尺谱) notation, which comprises of Chinese characters representing notes, and sparse rhythm signs to the right of these characters. Modern Chinese music notation borrows from CMN, and uses primarily numbers representing scale degrees, augmented by dots above or below the symbol denoting register, and lines and dots to represent note durations similar to that in CMN.

![Figure 1](image1.png)

**Figure 1:** Modern Chinese music notation for first nine bars of *The Moon Reflected on the Second Spring*.

![Figure 2](image2.png)

**Figure 2:** Fundamental frequency and raw power curve of Jiangqin Huang’s performance of *The Moon Reflected on the Second Spring*.
bratos, green boxes indicate portamentos, blue upright triangles mark notes elaborated with trills, and purple upside down triangles indicate tremolo notes. As can be seen by the dense markings, very little of these common expressive devices are indicated in the Modern Chinese music notation. But these expressive devices clearly stand out in the fundamental frequency and raw power curve.

1.2 Aim

The piece has been transcribed for violin and piano and is frequently performed throughout East Asia. The violin transcription closely mirrors the notes and structure of the original erhu composition. When performed on the violin, the music sounds different even when some violinists attempt to emulate idiomatic erhu expressive gestures. Our ultimate goals are: (1) to quantify the differences between erhu and violin playing of the same music; and, (2) to determine the expressive devices employed by erhu players.

We began our investigation into the differences between erhu and violin playing by first considering vibrato. In (Yang et al., 2013), we presented summary statistics for vibrato in erhu and violin playing focusing on the instrument. We found that the physical form of the instrument and how it is played may be the most dominant factors affecting the differences in vibrato style between erhu and violin playing.

In the present study, we delve deeper into the vibrato differences between individual erhu and violin players. The methodology also presents a way to perform cross-cultural vibrato analysis especially for world folk music.

2. METHODOLOGY

To compare the vibrato styles, we used the vibrato rate, extent, and sinusoid similarity as parameters. Details of how we extracted the vibratos and obtained these quantities are outlined below and can be found in (Yang et al., 2013).

2.1 Data

We collected twelve performances of The Mood Reflected on the Second Spring—six on erhu and six on violin—as shown in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Violin</th>
<th>Erhu</th>
</tr>
</thead>
<tbody>
<tr>
<td>#</td>
<td>Performer</td>
<td>Nationality</td>
</tr>
<tr>
<td>1</td>
<td>Guotong Wang</td>
<td>China</td>
</tr>
<tr>
<td>2</td>
<td>Jiangqin Huang</td>
<td>China</td>
</tr>
<tr>
<td>3</td>
<td>Wei Zhou</td>
<td>China</td>
</tr>
<tr>
<td>4</td>
<td>Jiemin Yan</td>
<td>China</td>
</tr>
<tr>
<td>5</td>
<td>Huifen Min</td>
<td>China</td>
</tr>
<tr>
<td>6</td>
<td>Changyao Zhu</td>
<td>China</td>
</tr>
</tbody>
</table>

Table 1: Selected performances

2.2 Vibrato rate and extent

The vibrato rate and extent are both calculated from the peaks and troughs of the vibrato fundamental frequency.

We assume the interval between one peak and one trough is the half cycle of the vibrato period. The averaged inverse of the intervals for all half cycles results in the vibrato rate. Similarly, the extent for one half cycle is half the difference between the peak and the trough. The averaged extents for all half cycles is the vibrato extent.

2.3 Vibrato Sinusoid similarity

We use the normalised cross-correlation of the shape of f0 and the relevant sinusoid having the same frequency to determine the vibrato’s similarity to a sinusoid. The procedures are:

1. Convert the f0 to a MIDI scale.
2. Apply smoothing to obtain the average f0.
3. Subtract the average f0 from the MIDI scale f0 to block the DC component.
4. Compute the FFT of the 0-centred f0.
5. Pick the peak from the spectrum to get the vibrato frequency.
6. Use this vibrato frequency to create a sine wave with amplitude 1.
7. Calculate the normalized cross-correlation between the 0-centred f0 and the sine wave.
8. Set the vibrato sinusoid similarity to the maximum of the normalized cross-correlation results.

3. RESULTS

Figure 3 shows the vibrato rate for each player. In general, violinists tended to apply faster vibratos. However, the Player 11 (a violinist) had vibrato rates similar to erhu players, and Player 12 (another violinist) had vibrato rates lower than all erhu performers. Thus, the violin vibrato rates varied more widely.

Figure 4 presents the vibrato extent for each player. The results show that erhu performers’ vibratos had much greater extents than that of violinists. The standard deviation of the erhu vibratos were also markedly larger than that for violin. The 2nd erhu player showed the largest vibrato extent, almost 1 semitone, which is twice that of the 3rd erhu player. In contrast, all violinists maintained relatively small vibrato extents, with low standard deviations.
The vibrato sinusoid similarity for all performers is represented by Figure 5. All erhu vibratos have greater sinusoid similarity than that of the violins. Player 7 (the US violinist) showed the widest sinusoid similarity range, and lowest sinusoid similarity values.

Figure 4: Box plots of vibrato extents for all performers.

Figure 5: Box plots of vibrato sinusoid similarity values for all performers.

4. CONCLUSIONS

In general, violin performers had marginally higher vibrato rates, and varied the vibrato rate more widely than erhu performers, but the differences are not significant. All erhu performers had significant larger vibrato extents than violin performers. Furthermore, the erhu players also varied the vibrato extents more widely than violin players. The shape of the erhu vibrato samples was closer to that of a sinusoid than the violin samples.

Thus, even though the erhu borrowed vibrato techniques from violin, and the violin may be emulating the erhu in playing an erhu piece, the differences between their vibrato styles can still be identified quantitatively; this is especially true for the vibrato extents.

To determine if the only factor leading to this difference in vibrato styles is the instrument, the ideal experiment would analyze the vibratos of the same performer playing both the erhu and violin. This represents future work as and when such a player can be found. A carefully designed experiment will be required to obtain a systematic analysis of vibrato performance style that eliminates the effect of habit or practice.
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ABSTRACT

In this explorative study, we investigate the phrase form structures of 7821 folk songs taken from the EsAC database. The main purpose was to test whether phrase form structure is a useful feature for computational folk song analysis, e.g., classification tasks. To this end, we examined the self-similarity of phrase sequences in folk songs with regard to semitone intervals and duration classes as well as in combination. Phrase form structure can be characterized by coherence values measuring the amount of repetition. Duration-based form structures show a coherence about twice as high as interval-based form structures, i.e., rhythmic models are much more likely to be repeated than interval sequences. The most common interval-based form is ABCD, whereas the most frequent duration-based form model is AAAA. Folk songs show a strong preference for even-numbered form lengths, with 4, 6, and 8 phrases being the most common. In comparing sub-collections, significant differences between folk songs of different origin were found, particularly, between Irish and Polish tunes on one hand, and Central European songs on the other hand. Interestingly, the sub-collection of German children songs showed the most diverse set of different form structures, whereas the Kolberg collection of Polish song was the most homogeneous set. All in all, this shows that phrase form structure might indeed be a useful starting point to derive features for other computational applications.

1. INTRODUCTION

Exact and varied repetitions of musical units constitute musical form, which can be viewed as self-similarity within a piece of music. Since musical units are often hierarchically structured, musical form can be found on different hierarchical levels as well. One reasonable level to consider is that of the musical phrase, which can roughly defined as coherent Gestalt-like units. Hence, the investigation of phrase form structure (PFS) (also called phrase relations, c.f. Sagrillo, 1999) of melodies is a good starting point for examining musical structure. This is the topic of the current paper, more specifically, the phrasal structures in a certain set of Central, Eastern, and Western Europe folk songs as contained in the well-known EsAC database (Schaffrath, 1995; Dahlig, 2000). The EsAC database is unique compared to most other folk song collections, since it provides phrase information. The annotation was mostly done by the transcribers, either of the original sources or the coders of the source, and are hence not fully objective. Furthermore, experiments in segment perception (e.g. Pearce et al., 2008; Spevak et al., 2002) showed that perceived phrase boundaries are subject to individual variation—a fact already well-known to folk song researchers. However, in the case of the EsAC database one can safely assume that the transcribers were highly trained experts who chose the most likely and reasonable segmentation, particularly in the presence of lyrics (see Sagrillo, 1999 for a discussion, also Spevak et al., 2002).

The next higher level of form of parts such as verse, refrain, bridges etc, is beyond scope of the present paper, since the EsAC creators only coded one verse and one refrain for a songs if more than one were present. Unfortunately, they did not indicate it anywhere how many verses there were and which part might be considered a verse or a refrain. Hence, it is hardly possible to discern larger form structures (e.g. such as proposed in Lomax & Grauer, 1967) from the current data.

The next lower level, that of motifs would also be a good candidate, but the distinction between phrases and motifs is often hard to draw. Sub-phrases are most likely to be perceived if some smaller unit, i.e., a motif, is repeated within the same phrase or in another phrase of the song. Hence, the existence of motifs is already tightly connected to similarity, and thus a topic for pattern mining. In contrast, phrases boundaries are often determined by longer (breathing) rests and cognitive load (Temperley, 2001), as well as – particularly in the case of folk songs – by semantic and grammatical language units in the lyrics.

Sagrillo (1999) carried out a very similar investigation of phrase form structure for the Luxembourg collection, using the old EsAC analysis software ANA, which does not easily run anymore on modern computers. The software provided pitch-based and rhythmic form strings in the same manner as used here, but it is not known on which algorithm(s) the automated detection was based. Moreover, Sagrillo was considering variations and sequentiation of phrases, which is not done in this study, but nevertheless some of his results could be roughly reproduced as a subset of our results.

2. METHOD

The analysis was carried out using the version of the EsAC database included in the MeloSpySuite (Frieler et al., 2013), which contains currently 7821 folk songs in 13 collections. To extract the form information, similarity values between each phrase of a song were calculated using edit distance (Levenshtein, 1965) on a interval-based or duration-class-based representation of the melody. Intervals are signed semitone differences, and durations classes range from “very short” to “very long” with the beat level

---

1 Available at http://jazzomat.hfm-weimar.de
as the mid point. Form strings (such as $\text{AAAA}$, $\text{ABCD}$ etc.) were extracted from the resulting self-similarity matrices using fixed numerical thresholds. Two phrases $p_i$, $p_j$ were deemed identical if

$$\sigma_I(p_i, p_j) \geq 0.6$$

for intervals and

$$\sigma_D(p_i, p_j) \geq 0.7$$

for duration classes, where $\sigma(p_i, p_j)$ is the normed edit similarity taking values in $[0, 1]$ (Müllensiefen & Frieler, 2004a). Edit distances are generally the most successful algorithms in modeling perceived similarities and were applied in folk song research earlier (e.g., Müllensiefen & Frieler, 2004b; van Kranenburg et al., 2013). This particular thresholds were chosen after some informal testing while trying to replicate manual phrase form analysis as carried out by the author and as found in Sagrillo (1999). As any fixed thresholds, these are of course not perfect, and could surely be optimised further with more strict procedures. However, it turned out that these values are high enough to capture “true” similarities, since any value higher than $\approx 0.3$ is already very unlikely to occur by chance (Müllensiefen & Frieler, 2004b), and low enough to still find a reasonable amount of PFS variation. Moreover, due to the smaller event space of duration classes spurious similarities are more likely to occur, the rhythm form threshold is slightly higher.

The analysis was carried out using the melfeature commandline tool from the MeloSpySuite (Frieler et al., 2013). Actually, the software allows to set two independent thresholds for labelling (nearly) exact repetitions and varied repetition, which were set equal here to disregard varied repetition to simplify further analysis. The resulting form strings were imported into R (R Core Team, 2013) for further analysis.

3. RESULTS

In total, 1008 different interval form strings (IF) and 1385 duration-based forms (DF) were found, which gave rise to 990 distinct combined form classes (CF). Combining was done by enumerating each unique pair of IF and DF symbols of a song with a new form symbol. The most common forms are $\text{ABCD}$ for IF (17.7%) as well as CF (19.4%), and $\text{AAAA}$ for DF (5.8%) (c.f. Sagrillo, 1999). The most common DF going along with the IF $\text{ABCD}$ is $\text{AAAA}$ (14.1%).

Form lengths range from 1 to 20 elements, with a median of 5 elements and a 75%-quartile of 7 elements. Very long forms are relatively rare, only 276 (3.5%) tunes have more than 10 phrases. The majority of songs consists of 4 phrases, followed closely by songs with 6 and 8 phrases. These results are very similar to Sagrillo (1999). Generally, a clear preference for an even number of form parts can be found; there are nearly twice as many forms with an even length than with an odd length. The number of different parts in a form is often smaller than the total form length. IFs and CFs have a median of 4 and DFs a median of 3 different parts per form. One can define the coherence (or redundancy) of a form as the amount of contained repetition, i.e. the number of unique elements divided by the total length of the form (subtracted from 1 for better interpretation). A coherence of 0 means that no form part is repeated, whereas a coherence of 1 can only be reached in the limit of a single, infinitely repeated part. We found a median coherence for IFs of 0.2, for CFs of 0.1667, and for DFs of 0.5. Thus, DFs contain about more than twice as much repetitions than IFs. This means, that songs often exhibit roughly constant rhythmic models over more varying tonal content, often in consecutive phrases, since the probability for an IF part to be repeated is only 5%, but 35% for a DF part. Finally, we defined the coherence ratio as the ratio of IF and DF coherence. We found a median coherence ratio of 0.67, which means that in the average the coherence of IFs is about two-thirds of the DF coherence. Only in 277 songs (3.5%), the IF coherence was larger than the DF coherence.

On a global level, many differences with regard to PFS can be found between the collections. All ANOVAs using form length and the four coherence variables as dependent variables became highly significant ($p < 0.0001$) due to the large dataset, but effect sizes were rather low (all $R^2_{adj} < 0.05$, except for form length with $R^2_{adj} = 0.21$). Generally, the Central European songs, mostly from Germany, Lorraine, and Luxembourg, which make up approx. 90% of the database, were more similar to each other than to the 62 Irish songs and the 676 songs from the two Polish sub-collections. Interestingly, the most diverse spectrum of forms as measured by the entropy of the form distribution can be found in the Kinderlieder (German children songs), which has a nearly flat distribution. The most common IF for Kinderlieder is $\text{ABCD}$ with a relative frequency of only 8%. In contrast, the Kolberg collection from Poland has the most homogeneous distribution. Here the most common IF is $\text{AB}$ used in over more than half of the songs (54%). Furthermore, the Irland (Ireland), Warmia (North-East Poland), and Kolberg collection are the only collections in which the most frequent IF type is not $\text{ABCD}$, but $\text{AABA}$, $\text{ABC}$, and $\text{AB}$ respectively. On the other hand, there are only two collections, Lothringen (Lorraine) and Kolberg (Poland), in which $\text{AAAA}$ is not among the first two most frequent DF form types.

4. CONCLUSION

In this explorative study, we found interesting details of phrase form types in a certain set of European folksongs. Collections from different cultural origin exhibit clear differences with respect to form types and derived features. Hence, we suggest that descriptors of phrasal form structure might be useful features for manual and automated classification and other types of folk song research.
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1. INTRODUCTION

This article presents the first results of a study on large-scale automatic identification of derivative works in early popular music. We present a music cognition-inspired approach to (audio) version detection that is (1) tailored for early 20th century recordings, (2) based on simple, indexable feature representations and (3) allows for interpretation of the resulting musical descriptions. For this purpose, two new descriptor types are introduced: pitch bihistograms and chroma correlation coefficients.

2. MOTIVATION

Musical heritage collections such as folk music archives may contain large numbers of closely related documents, such as exact duplicates of a recording, different renditions of a song, or loose variations on a theme. The particularities of such variations are of great interest in the study of music genealogies, oral transmission of music, and other aspects of music studies (Volk et al. [2012]).

The field of Music Information Retrieval has produced a lot of research on automatic systems for cover version identification. The large majority of these systems focuses on popular music from the last 50 years. An overview of version detection techniques is found in Serrà [2011].

Also, a large majority of systems is based on alignment. This means that, for the system to assess the similarity between two document, it needs to compute the optimal way of aligning a pair of descriptive time series for those two documents. In other words, when analyzing a complete collection of recordings, a computationally expensive comparison of time series is required for every pair of songs in that collection. For large datasets, this is far from practical, and on the scale of the type of corpus required to study patterns and trends in musical, infeasible: a full-blown comparison of 10,000 documents at 1 pairwise comparison per second would take over a year (578 days).

Outside of MIR’s audio community, interesting work has been done on the analysis of folk songs and tune families based on their scores (Kranenburg [2010], Bohak & Marolt [2009]). Unfortunately, symbolic transcriptions of music are not always available.

In our study, we aim to construct and test a cognition-inspired type of music features that is global and indexable, can be computed from (polyphonic) audio, and allows to reliably identify derivative works in a collection of recordings. Additionally, we want the features to be interpretable and easy to extend for use in analysis (e.g. clustering songs into genres, creating a phylogenetic tree of music pieces or quantifying the schematic musical expectations in a corpus). Interpretability is an important necessary requirement for applications in analysis, and a well-known issue with many currently used features Aucouturier & Bigand [2013]. In this study, we aim to address this by drawing inspiration from descriptors used in music cognition.

3. FEATURES

We propose a pair of simple, audio-based analogues to the well-known bigram representation often used in symbolic music processing. The first representation relates to melody and approximates a histogram of pitch bigrams (pairs of consecutive pitches) weighted with duration. The second, harmony-related representation is an abstraction of the co-occurrence matrix of chord notes in a song.

Many authors have proposed analyses based on pitch bigrams, most of them from the domain of cognitive science or otherwise interested in the information dynamics at play in music (Li & Huron [2006], Müllensiefen & Frieler [2006], Rodríguez Zivic et al. [2013]). This is not surprising: distributions of bigrams effectively encode a form of first-degree expectations: if the relative frequency of bigrams in a piece is conditioned on the first pitch in the bigram, we obtain the conditional frequency of a pitch given the one preceding it. Expectations of this kind have been linked to melodic complexity, familiarity and even preference ratings (Huron [1999]).

Marginalized and non-marginalized variants have been proposed for pitch events corresponding to pitch heights, durations, pitches with height and duration, pitch intervals, and scale degrees. The first new feature we introduce will follow the latter paradigm: it is a distribution over pairs of (chromatic) scale degrees \{1, 2, \ldots, 12\}. It will be referred to as the pitch bihistogram, a bigram representation that can be computed from continuous pitch data.

Assume that a pitch time series \(P(t)\), quantized to semitones and folded to one octave, can be obtained. If a pitch histogram is defined as:

\[
H(p) = \sum_{P(t) = p} \frac{1}{n},
\]

with \(n\) the length of the time series and \(p \in \{1, 2, \ldots, 12\}\),
the pitch bihistogram is then defined:
\[ B(p_1, p_2) = \sum_{P(t_1)=p_1, P(t_2)=p_2} w(t_2 - t_1) \]

where
\[ w(x) = \begin{cases} 
\frac{1}{d}, & \text{if } 0 < x < d, \\
0, & \text{otherwise.}
\end{cases} \]

and \( d \) is the size of the look-ahead window. In this study we will consistently use pitch contours that have been aligned to an estimate of the piece’s overall tonic.

The second feature representation we propose focuses on vertical rather than horizontal pitch relations.
\[ C(p_1, p_2) = \text{corr}(c(t, p_1), c(t, p_2)), \]

where \( c(t, p) \) is a 12-dimensional chroma time series (also known as pitch class profile) computed from the song audio (Gomez [2006]). From this chroma representation of the song \( c(t, p) \) we compute the correlation coefficients between each pair of chroma dimensions to obtain a 12 \( \times \) 12 matrix of chroma correlation coefficients \( C(p_1, p_2) \).

Again, the chroma features are all transposed to the same tonic (e.g. A) based on an estimate of the song’s overall key.

For key detection, a global chroma feature is computed from a full chroma representation of the song. This global profile is then correlated with all 12 modulations of the standard diatonic profile to obtain the tonic. The binary form (ones in the “white key” positions and zeros in the others) is used. For this study, pitch contours and chroma features where computed using Melodia (by Salamon & Gomez [2010]), and HPCP (Gomez [2006]) respectively, with default settings.

For efficiency in computing the pitch bihistogram, the pitch contour was median-filtered and downsampled to 10 frames / s.

4. DATASET AND METHOD
The above features were tested on a set of 150 recordings digitized especially for this study: 100 45-rpm records from the 50’s and 60’s, and 50 78-rpm records, most of them from before 1950. The corpus they belong to is a real-world ‘popular music heritage’ collection that was, until recently, only accessible through manually transcribed metadata (such as titles, artists, original title, composer).

Amongst these records are 50 pairs of songs that correspond to the same composition. All of these tunes are translated covers or interpretations of melodies with a different text. Such songs are especially interesting since they guarantee some deviation from the source, which is desirable when models of music similarity are tested.

A retrieval experiment on these songs was carried out: for each song that is part of a pair, the song was taken out of the corpus and used as a query to which all the remaining 100 pairs were ranked (e.g. using a cosine distance). The rank \( r \) of the other song of the pair then determined the precision \( p = \frac{r}{2} \).

Table 1: Overview of results. \( H \) = pitch histogram, \( C \) = chroma correlation coefficients, \( B \) = pitch bihistogram.

| Weights: \( H \) \( B \) \( C \) | MAP |
|---|---|---|
| 1 0 0 | 0.27 |
| 0 1 0 | 0.43 |
| 0 0 1 | 0.42 |
| 0 1 1 | 0.53 |

5. RESULTS
The precision obtained using only pitch histograms is already substantial, about 0.27. However using only the pitch bihistogram feature, a MAP of around 0.43 can be obtained, compared a very competitive 0.42 for using just the chroma correlations. Finally, when the last two features are combined, the MAP goes up to 0.53. In the latter configuration, 44 of the 100 queries retrieve their respective cover version in first place: the “precision at 1” is 0.440.

A thorough comparison with existing version detection systems will be performed later in this study, but a survey of reported performances of cover detection systems shows that precisions of this order of magnitude make a promising start. For example, the intervalgram method by Walters et al. [2013] achieves a precision at 1 performance of 0.538 on the covers80 dataset (160 songs). This method uses an indexable representation for pruning the candidate set but relies on alignment for the steps thereafter. Methods relying only on pairwise comparison have reported both higher and lower precisions on the same dataset.

In the current experiments, no indexing or look-up was performed. For actual indexing, the proposed features would have to be quantized and reduced in dimensionality. Locality Sensitive Hashing does precisely this, as also described in Walters et al. [2013]. We refer to Slaney et al. [2012] for an in-depth account of the relationship between LSH and high dimensional distances. The features we propose are indeed very suitable for such applications.

6. CONCLUSIONS AND FUTURE WORK
In this abstract, we have proposed two new features for the description and retrieval of early popular music: pitch bihistogram features and chroma correlation coefficients. The features are evaluated on a newly compiled dataset
of variations and translations in early popular music. We demonstrate a promising performance of MAP = 0.53. A quantitative comparison to state-of-the-art indexable representations and alignment-based retrieval systems will be carried out in the future. Other future work includes the separate evaluation and optimisation of the pitch extraction and key extraction components. Finally, we hope to include a representation of rhythm in the model.
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1. INTRODUCTION

As digital music collections grow larger, music similarity becomes one of the most prominent concepts in the field of Music Information Retrieval (MIR). Modelling similarity between music pieces allows efficient retrieval and organizing of such collections. Studies have shown that the concept of variation is closely related to similarity, since listeners tend to cluster together musical patterns that are repeated, transformed but still recognizable. Subsequently, musical pieces or segments that contain such patterns are considered similar. Such structural variations are notably present in oral-transmission processes. Folk songs are a standing example of such a process, capturing a huge amount of varying patterns moulded through time. Variations in cover songs in western popular music are also very interesting examples, since a) they can be considered products of a “modern” oral-transmission procedure and b) covers themselves are typically well documented with rich metadata.

Although variations in folk songs have been fairly studied [2–4], cover songs have remained merely the subject of interest for the cover song identification task (see the MIREX 1 competition). To our knowledge, there have been no studies focusing on the variations between corresponding segments of cover songs, which can safely attributed to the lack of proper expert annotations and transcriptions. This paper introduces the Cover Song Variation (CSV) dataset, a publicly available set of annotated melodies corresponding to different versions of the same song-section (e.g. chorus, verse). Its creation process, content and two applications are presented.

2. THE DATASET

2.1 Creation and content

The Second Hand Songs (SHS) dataset, an extension of the Million Song Dataset [5] containing cover song metadata, was used as our main input source. Having in mind that the notion of long-term memory salience would be interesting to study, we intersected SHS with a list of the “greatest songs of all time” from Top2000 2 resulting in a set of 1706 songs. Those were grouped into sets of same song covers denoted as “cliques”. From those we filtered out cliques of size 4 or less, resulting in 80 cliques of around 400 songs.

For the annotation we first used the Echo Nest 3 service to retrieve rough structural segmentations for each song. We developed a Spotify 4 application for iPad devices in order to manually cluster and label the different versions of a section inside a clique. For each song, we labelled at most three distinctive sections as ‘A’, ‘B’ or ‘C’ (see Figure 1). During that process a number of songs were disregarded for two main reasons: a) the audio was not available in our country and b) the Echo Nest segmentation was erroneous. This dropped the clique number to 45.

At the next step, we manually MIDI annotated the main vocal melody of the ‘A’, ‘B’, ‘C’ sections. Avoiding annotating the underlying harmony was a conscious decision; folks songs are usually monophonic and vocal oriented, thus any results from our dataset would be easily applied or compared to that context.

Figure 1. A clique of songs with two sections clustered and labelled across all versions.

Currently, the CSV dataset 5, which is under development and expansion, contains the following for a set of 60 different sections belonging to 45 cliques: a) 240 MIDI annotations, transposed to the same key for each clique, b) Echonest analysis for the aligned audio sections and c) Echonest analysis for each song. Figure 2 presents the distribution of length in terms of number of notes and seconds for the whole CSV corpus.

Figure 2. Top: the distribution of amount of notes. Bottom: the distribution of length (in seconds).

---

1 www.music-ir.org/mirex/
2 www.radio2.nl/top2000
3 echonest.com
4 www.spotify.com
5 Available at: www.projects.science.uu.nl/COGITCH/CSV
3. APPLICATIONS

CSV could be used for a range of MIR and musicological tasks. In the following sections we present two applications that relate to topics of folk music analysis.

3.1 Similarity as a stability measure

Stability, alongside variation, is a central concept in musicology with a number of dimensions (e.g. melodic, rhythmic, structural stability). For the sake of this demonstration we will consider an oral-transmission scenario where a similarity value between different variants of a melody can be also considered a stability value; as a consequence, any similarity algorithm that ranks variations of the query on top (in a retrieval context), can act as a stability measure.

For our demonstration we employed Melody Shape\(^6\) [7], a set of symbolic melodic similarity algorithms that were ranked first on the related MIREX competition during the last years. In addition, we used a stripped down version of pairwise alignment [6] (denoted PWA) that uses information only from the pitch-duration domain (and no onsets). The Mean Average Precision (MAP) results of our retrieval experiment are shown in Figure 3.

![Figure 3. Mean Average Precision for the MelodyShape methods and the pairwise alignment (PWA).](image)

It is worth pointing out the following: \(a\) all methods that employ note onset information (those with suffix “time”) are ranked last while \(b\) PWA and spline transformation with global alignment (12shapeg) outperform the rest. Considering our initial assumptions, it is safe to say that \(a\) onset time is not robust against variations and \(b\) alignment, as a basic similarity method, captures melodic stability to a great extent.

3.2 Analysing stability features

Similar to [1] we make the intuitive assumption that the investigation of stable features across known music sets is beneficial for melodic variation retrieval. Therefore, symbolic annotations of different versions of a section offer the unique opportunity to examine stability across different features. In this demonstration we aim at identifying stability patterns with regard to the note’s duration and onset position inside the encompassing section. This helps to answer the following questions: which note durations are more subjected to variation and which part of a melody is the most stable (e.g. beginning, ending)?

Such an analysis requires first and foremost aligned melodic sequences. To our knowledge, there have been no studies in MIR for aligning more than two sequences. We therefore, employed a bioinformatics method, called Multiple Sequence Alignment [8] that extends the pairwise alignment to a higher number of sequences.

Figure 4 presents stability across the length of a melody, where stability translates to the inter-agreement between the aligned sequences, meaning the number of matching notes at each position. A prominent pattern emerges; the first half of a melody is more stable than the second, which additionally exhibits the lowest stability at 75\% of the melody’s length. Figure 5 presents stability with regard to note duration. It is illustrated clearly that notes of smaller and larger duration are subjected to more variation.

![Figure 4. Probability of an event being stable given its position in the melody.](image)

![Figure 5. Probability of an event being stable given its duration value with regard to the 25\% of the melody’s length.](image)

4. CONCLUSIONS

In this paper we introduced the Cover Song Variation dataset: a set of annotated variations of cover song sections. Although the dataset is currently under development and expansion (e.g. addition of key information), we presented a series of applications that would have been impossible without its existence. The emerging patterns from our analysis, although rough, show a promising direction for the study of variation and stability not only in the context of Western pop but also in folk music.

---

\(^6\) code.google.com/p/melody-shape/
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1. INTRODUCTION

This contribution aims to suggest some items for the research agenda of Computational Folk Song Research, based on a selective historic overview of the research tradition of Western Folk Song Research and on the current methods and foci of Computational Musicology and Music Information Retrieval. We specifically focus on folk songs from Western Europe, such as the Dutch or German. For example, the Meertens Tune Collections, consisting of thousands of digitized recordings, symbolic representations and metadata of folk songs from Dutch oral tradition,1 or the EsAC Folksong Databases, which currently includes over 20,000 digitized song melodies from various countries in Europe and beyond (Schaffrath, 1995).

2. ELEMENTS OF THE HISTORY OF FOLK SONG RESEARCH

During the major part of the 20th century an enormous amount of work has been carried out on structural research on folk song melodies. As a starting point we take the contest that was organized by Dutch musicologist Daniel F. Scheurleer (1900) for the best way to provide a lexical ordering for a collection of folk song melodies. The solution of one of the contestants, Ilmari Krohn (1903), has had a profound influence on many approaches to the same question during the 20th century. Krohn proposed a classification system in which the number of phrases and the sequence of cadence tones determine the ordering of the melodies. Béla Bartók devised a classification system for Hungarian folk melodies taking Krohn’s system as starting point (Bartók, 1981, p. 6). The parallel work of Zoltán Kodály and what followed in Hungarian folk song research is summarized by László Dobzsay (1988).

In American folk song research, Bayard’s (1950) definition of tune family and Bronson’s (1950) analysis of stable melodic elements reflect similar interests in ordering and classifying folk melodies within a broader interest in the study of variants. In the course of the century, a plethora of classification systems came into existence, none of which provides a general solution to the explicit or implicit aims of facilitating retrieval of melodies, and demonstrating the relations between melodies.

A remarkable research project that still captures the imagination of many minds is the Cantometrics project, led by Alan Lomax. Lomax (1968). One of the objectives of this ambitious empirical project was to devise a descriptive system that is applicable to all of the world’s folk song styles in order to to connect styles of folk song performance with other aspects of culture. Several thousands of songs were analyzed using 37 performance features. One of the results was a ‘world song style map’.

All of these studies show an interest in the melodic material as object of research. However, the focus of researchers has shifted away from this topic towards other directions, as has been noted by Bruno Nettl (2005, p. 130) at the end of his overview of the history of research on melodic identity and oral transmission of melodies. The last decades of the 20th century show a decrease of interest in folk song melodies as such. There are several more or less interconnected causes for this. An important factor is the fading away of such underlying ideological motivations as were initially advocated by Johann Gottfried Herder (1744–1803) in the second half of the eighteenth century (Schepping, 1994). According to Herder, who introduced the term folk song (“Volkslied”), ‘authentic’ folk songs show the soul (“Geist”) of the people. Therefore, collecting and studying folk songs was a meaningful endeavor from the perspective of people’s identity, which also got connected with national identity (“one country, one language, one people”), and with history: through studying authentic folk songs, investigators hoped to find traces of ancient, pre-Christian culture that was supposed to still live on in rural areas, far away from emerging urban cultures. In the course of the 20th century, this paradigm was abandoned by ethnologists (Bendix, 1997).

Another cause is the parallel shift in other areas of Musicology away from ‘positivistic’ research on scores and recordings towards more anthropological and social approaches, which is indicated as ‘New Musicology’ (Kerman, 1980).

Currently, new approaches in Digital and Computational Humanities are quickly gaining ground. For music, the Music Information Retrieval (MIR) community is one of the most important catalysts for computational research on music. Given the nature of this kind of research, a focus on the musical ‘material’ rather than its cultural context or social function is inherent to the type of studies in this field. This stimulates a renewed interest in the contents of many of the ethnomusicological archives that were established

---

1 The public release of this data set is in preparation for 2014.
during the 20th century, including those with Western folk song melodies. However, the underlying motivation is of a kind that is very different from the 20th-century folk song researchers. An illustration of this is the way in which the EsAC collection is used in MIR research. Virtually all papers in the proceedings of the yearly conference on Music Information Retrieval (ISMIR), in which this set of melodies are used, do not show an interest in folk music as such. Instead, the melodies are taken as just a collection of labeled musical data to test segmentation algorithms, melodic similarity measures, pattern discovery algorithms, and the like. The meta-data that comes with the collections (e.g., region of origin, tune family membership, segment boundaries), are used as ground-truth data for corresponding MIR tasks.

The ‘mis-match’ between the nature of the EsAC-collection and the purposes for which it is employed raises the question whether there are research questions that could be addressed properly using such a collection, taking a computational approach. More precisely: given the rich history of classification systems, given the state-of-the-art in Music Information Retrieval, given the shifting ideological backgrounds and aims, what are sensible steps to take in computational research on folk song collections?

It seems that Scheurleer’s question of classification has lost its relevance because of the many possible ways in which a collection of digitized music can be queried in a modern music information retrieval system. The Herderian aim of revealing a nation’s identity by studying its folk songs, is obviously left behind as well. Since it is hard to regard folk songs such as the Dutch or German as a continuously developing tradition — as opposed to vibrant oral traditions such as found in Africa or the Near-East — there is also no strong motivation from the perspective of understanding current musical culture.

3. WHAT TO DO WITH A COLLECTION OF DIGITIZED WESTERN FOLK SONGS?

We present various ways in which a digitized collection of folk songs can be used as research data.

An important property of folk melodies from Western oral tradition is the fact that such melodies were sung by ordinary people with little or no formal musical training. Therefore, these collections offer a rich source of material to study human musicality, including memory for melody, strategies of lyrics-placement, properties of singing, common errors, etc. These are all research interests that are relevant in the field of music cognition. An example of this can be found in the work of David Temperley (2008), who extensively used the EsAC collection to support his theory of melodic perception. Another example is the study by Von Hippel and Huron (2000), who used a corpus of folk song melodies to show that the gap-fill rule, which states that a melodic leap should be continued stepwise in the opposite direction, can be fully explained by the statistical phenomenon of regression to the mean. Yet another example is a forthcoming study from our research group that shows that memory for absolute pitch plays a role in oral transmission by comparing the pitch-contents of recorded variants of a tune family.

Since Narmour (1990) presents his implication-realization theory of melodic structure to be independent of specific style, a collection of folk melodies can be used as empirical data to challenge this theory. Indeed, Schellenberg (1996) employed British folk songs to assess and refine various aspects of Narmour’s theory.

Another, though related, set of research questions comes from Folk Song Research itself: investigating oral variation. A collection of recordings such as the Dutch collection Onder de groene linde (Grijp, 2008) contains a number of variants of a tune, which allows for investigating stability in oral transmission, which, in turn, sheds light on aspects of human cognition of music. Nettl (2005, 295ff) discusses the constituting musical elements of oral traditions. He proposes that the study of an oral tradition should be directed at the basic ‘unit of transmission’. Bohman (1988) lists some common units of transmission from an analytical perspective. He observes that the whole piece can function as the smallest unit of transmission, but smaller melodic elements such as formulae, conventions, motifs and phrases can also be found as the units of transmission. The study of units of transmission could be addressed with pattern discovery algorithms. The understanding of what units of transmission are can be improved by studying and interpreting the discovered patterns and adapting the discovery algorithm according to sensible hypotheses. Such an approach of confronting algorithmic output with musical and cognitive theories or hypotheses could contribute to the understanding of human musicality. In our own work, we set out to test several hypotheses about stability in oral transmission that relate to harmonic, rhythmic, and melodic aspects.

An emerging field of research has recently been established by increased interest in digitization, curation and unlocking of cultural heritage. One example is the Europeana.eu portal,2 which aims to unlock Europe’s cultural heritage, including folk song audio collections. To unlock and search digitized artifacts, adequate models and tools are needed.

Finally, as has been done in Music Information Retrieval, a collection of monophonic melodies can be used as ground-truth for testing various kinds of MIR-tasks as mentioned in the previous section. We would advocate, though, to interpret algorithmic results on these data sets from a musical or cognitive point of view as much as possible (Van Kranenburg, 2013). This implies putting the ‘ground-truth’ into question as well, rather than taking it for granted, which goes beyond merely assessing classification accuracy, and which will lead to an increase of knowledge of music.
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