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Abstract—Future wireless networks face a great chal-
lenge in spectral resource management to meet an over-
whelming demand for network capacity. In 5G systems,
Device-to-Device (D2D) communications is a key technology
to alleviate this “capacity crunch” while content consump-
tion is the key usage mode. In this work, we devise a
resource allocation problem for a cellular network that
facilitates the delivery of requested contents to its users via
either BS mode or D2D mode. By solving the formulated
optimization problem, we investigate the interplay between
D2D transmissions, cache characteristics, and mode selec-
tion preference. Our numerical results suggest that while
enabling D2D operation improves delivery performance
significantly, how much a network can deliver in D2D
mode is determined by both the network density and cache
capacity.

I. INTRODUCTION

The disparity between the relatively-stable increase in
network capacity and almost exponential surge in traffic
demand has ignited several remedial approaches. One ap-
proach known as information-centric networking (ICN)
is motivated by the fact that current use of the Internet
is heavily content-oriented, e.g., video accounts for a
big share of the current Internet traffic. To improve
resource efficiency of content delivery, ICN proposes
to drastically alter the underlying design principles of
current networks; an ICN decouples the content from
its location and each network node storing a copy of a
content can act as a provider for this content. Such an
approach is in stark contrast with current Internet where
every communication is abstracted as an interaction
between two end points.

Another approach, known as the fifth generation (5G)
networks, is composed of a family of solutions to address
the 1000x challenge, which posits that current mobile
networks must be improved 1000x to meet the demand of
future networks [1]. This is elementally driven by the fact
that wireless and mobile devices are expected to generate
two-thirds of total IP traffic by 2020 [4]. In that regard,
one key component of 5G is device-to-device commu-
nications (D2D). The main rationale behind D2D is that
spectral reuse efficiency can be improved by decreasing
the distance between the transmitter-receiver pairs. Thus,
D2D proposes to use short-range radio with a restricted
interference domain between peer devices rather than a
long range link with a high-power transmitter.

Despite seeming drastically different, ICN and D2D
share the following important merits: 1- Exploiting lo-
cality: As user interests are highly correlated throughout

time and space, known as temporal locality [9] and
spatial locality [10] respectively, a user can retrieve the
content it requests in D2D mode from a nearby node who
might have already fetched it from the network. Simi-
larly, in an ICN, a router in the core network or a node at
the edge can search and fetch the requested content from
its vicinity. 2- Decreasing network traffic: As a result
of increased local transmissions, the distance between
the content consumer and its provider decreases, which
in turn translates into lower network traffic and overhead.
For an ICN, this decrease may be reflected as lower cost
for a network provider. Similarly, for a D2D setting, the
backhaul traffic between the Base Station (BS) and the
core network of the provider is expected to be lower.

While ICN and D2D share these traits in their ker-
nels, there is a disconnect between ICN and D2D-
based solutions. In this work, we aim to alleviate this
divergence by modelling the content delivery in a cellular
network using an ICN approach. Particularly, our key
contributions are as follows:

• We model a resource allocation problem at a BS that
facilitates the delivery of requested contents to its
users via either BS mode or D2D mode. Our prob-
lem is content-aware in the sense that users share
their cache information with the BS, which then
aims at utilizing the D2D links as much as possible.

• We investigate the interplay between D2D transmis-
sions and cache characteristics. This insight is cru-
cial to co-design efficient D2D and caching policies
for future networks employing these technologies.

• We illustrate the operational regime of the system
regarding mode preference (BS mode vs. D2D
transmissions) in our resource allocation problem.
This weight-based framework is flexible and
facilitates policy design for “D2D intensity” in
content-centric 5G networks.

II. SYSTEM MODEL

We consider a cellular network consisting of a BS
and N user devices (Fig. 1). We denote the users by
ui with their indices ranging from 1 to N . Each device
is capable of both receiving the cellular signal from the
BS and transmitting/receiving in D2D mode. We assume
that the BS has F frequencies. User devices are equipped
with local storage and each content takes up a single
unit space in the local storage, i.e., caches, with capacity
of W content items. We assume that each user device
follows some caching policy (LRU) to decide on which978-1-5386-3531-5/17/$31.00 c© 2017 IEEE
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Fig. 1. System model.

item to cache or evict in the event of competition for the
cache space.

Content Provider (CP) has a set of K diverse content
objects. Each content object ck is defined by its content
popularity pk, which represents the probability of a
request to be for this particular content. We assume that
this is time-invariant for the system time-scale during the
algorithm’s operation. A user can be a CP for an object
available in its local cache or a content requester if it
consumes that content. Additionally, BS is the content
provider for all content objects, i.e. acts as universal
source by retrieving the requested content from the CP.
For notational brevity, we denote content requester by
ui and content provider by uj , and u0 represents the BS.

We denote the content requests of users by demand
matrix D = [Dik] where Dik = 1 indicates ui requests
ck. Similarly, content provider matrix C = [Cjk] stores
whether uj stores ck locally or not. This information of
C is generated/updated at the BS after being notified
of the changes in users’ cache. Each user’s D2D range
is dtx and thereby it can only retrieve content from the
users which are in that range. We assume that each time
slot is sufficiently long to retrieve the intended content.
Moreover, BS must assign resources such that users’
communications do not interfere with other users in its
transmission range. Let T = [Ti,j ] be the transmission
range indicator matrix where Ti,j = 1 means ui is
within transmission range of uj . For j = 0 (BS), all
other users are in transmission range, i.e., Ti,0 = 1,
∀i. Let Rij be the set of users that are within the
interference range of uj when it transmits to ui. We
assume that both the nodes and the BS have power
control capability. The interference range is a multiple
α of the transmission distance between the transmitter
and the receiver di,j . More formally, we define Rij as
Rij := {um | dj,m ≤ αdi,j }.

There are four possibilities regarding the user’s con-
tent request. First, the user has already cached the con-
tent in its cache and retrieves it from its local storage. We
call this event as cache hit (i). Otherwise, the user sends
its content request to the BS at the beginning of next time
slot. At the start of each time slot, BS collects content
requests from each user, and determines the appropriate
content delivery mode for each user based on the avail-
able spectrum resources, content availability and node
locations, considering interference limitations. The mode
assignment is broadcast to users in the coverage area.
BS may directly deliver the content to the device (ii),
or it may assign a peer device from which this user can
retrieve the content (iii), or it may skip content delivery
(iv) for this time slot for the requesting user in case of in-
sufficient spectrum resources. In BS mode (conventional

cellular transmission), users retrieve the content directly
from the BS using the assigned frequency. However, it is
also possible for the users to directly receive the content
from their peers using short-range radio interface through
the assigned frequency (referred to as D2D mode). Short-
range transmission is possible only if the other peer (uj)
has the content that is requested by ui.

III. WEIGHT-BASED OPTIMAL FREQUENCY

ASSIGNMENT

In each time slot, the BS allocates its resources ensur-
ing (i) users do not interfere with each other, and (ii) high
user satisfaction in terms of content delivery success. The
resource assignment has two components: (i) BS mode
assignment and (ii) D2D mode assignment. To have a
flexible resource assignment scheme, we define ωBS and
ωD2D as the weights assigned to each delivery mode.
Based on the ratio ωD2D/ωBS , our scheme can favor
one mode and can use that transmission mode, e.g., D2D
mode, more than the other. Please note that ωD2D = 0
means that resource allocation is done as in conventional
cellular networks. In this general setting, we seek for the
optimal resource allocation (F frequencies) to N users
for the delivery of requested content among K content
objects.

Let Xijkf a binary decision variable denoting whether
ui retrieves content k from uj at frequency F . We
formulate resource allocation problem, so called Weight-
Based Optimal Frequency Assignment WOFAS, as an
integer linear programming (ILP) problem as follows:

max

N∑

i=1

(ωBS

K∑

k=1

F∑

f=1

Xi0kf+ ωD2D

N∑

j=1

K∑

k=1

F∑

f=1

Xijkf )

(1)

s.t.

N∑

j=0

K∑

k=1

F∑

f=1

Xijkf+

N∑

j=1

K∑

k=1

F∑

f=1

Xjikf ≤ 1, ∀i

(2)

F∑

f=1

Xijkf ≤ DikCjkTij , ∀i, j, k (3)

N∑

i=1

∑

m∈Rij

K∑

k=1

Ximkf ≤ (1−

K∑

k=1

Xijkf ), ∀i, j, f

(4)

N∑

i=1

K∑

k=1

Xi0kf ≤ 1 ∀f={1, · · · , F} (5)

Objective in (1) shows the weighted total resource
assignment to users. Const. (2) is due to half-duplex
operation of devices, i.e., a device can either receive
or transmit at a time. Const. (3) states the conditions
of short-range content delivery: (i) assigned content
provider must have the content, (ii) the user requests the
content and (iii) they are within transmission range of
each other. Interference-free transmission is guaranteed
by (4) which states that if uj transmits any content to
ui at frequency F , then no node within the interference
range of uj can transmit on the same channel. Finally,
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(c) Demand rate vs. percentage of suc-
cessful delivery.

Fig. 2. Numerical results based on various parameters and metrics.

TABLE I
SYSTEM PARAMETERS.

Parameter Value Explanation

r 200 m Cell radius

tr 100 m Transmission range of each node

α 2 Interference range multiplier

N 30 Numer of Nodes

W 5 Cache size

F 3 # of frequencies for downlink

β 0.7 Zipf parameter

K 50 # of unique content objects

λ 0.4 reqs per sec Request generation (demand) rate

TTL 5 timeslots Time-to-live for a request

C 3 contents Cache size of a node

Const. (5) ensures that BS can only serve one user on a
given channel.

IV. NUMERICAL RESULTS AND DISCUSSION

As finding the optimal solution for the considered
content delivery problem is both time consuming and
resource hungry, we consider a relatively small-scale
network in our experiments. Our system consists of
randomly deployed nodes in a cell. The parameters are
listed in Table I. We increase the network size, i.e.,
number of nodes, gradually to see the impact of node
density and number of neighbors on content delivery.

First, we evaluate how the system performance
changes with increasing node density and which trans-
mission modes are used for content delivery. We set
ωD2D = ωBS = 1 in this setting. As Fig.2(a) shows,
the system can successfully deliver between 59% to 89%
of the requests generated by the nodes in general. Since
F = 3 is fixed while the node density increases, the
system can deliver only some of the requests generated
by the nodes. However, the density increase vs. satisfied
request decrease is not linear due to the increasing D2D
capacity of the network. Around 11% to 17% of these
requests are delivered from the devices’ own caches,
which can store 6% of the contents. The minor relative
increase in cache hits is due to the decrease in total
delivery success. The fraction of cache hit depends on
the Zipf parameter β [2]; a larger Zipf parameter refers
to a scenario where most of the requests are for only
a few content objects which can mostly be found in a
node’s cache. Hence, we expect higher cache hits for
larger β.

As the number of nodes in the system increases, so
does the node density in the area and the average number
of neighbors. More neighbors facilitate increased oppor-
tunity for finding a content within D2D transmission
range, and the results reflect this insight. The fraction
of successful delivery is dominated by BS mode for 10
nodes, where each node has 0.4 neighbors on average.
At this point, D2D mode performs slightly worse than a

device’s own cache. As the number of nodes increases,
D2D mode starts to take over content delivery, reaching
35% of all transmissions when the number of nodes are
50 and each node has approximately 11 neighbors on av-
erage. Since the BS can deliver up to three contents in a
time slot, the fraction of delivery by BS mode decreases
as network density increases. In a system of limited
resources, when there are devices within transmission
range with sufficient content coverage and the demand
follows a Zipf distribution, the results demonstrate the
contribution potential of D2D mode to content delivery.
Fig.2(a) depicts the fraction of successful delivery in
a network under heavy load where each node has a
demand rate of λ = 0.4. For λ = 0.1 (not plotted),
where the request delivery percentage is above 99% in
the network, the general principles and trends are similar.
As the number of nodes accessible per node increases,
request delivery via D2D mode increases and BS mode
delivery decreases while cache hits for the same Zipf
parameter stay almost the same.

To understand how each content is delivered, i.e., BS
mode, D2D mode, or directly from cache, Fig.2(b) shows
the fraction of delivery mode per content. We have a
moderately dense system of 30 nodes for this scenario. In
the x-axis, as the content id increases, content popularity
decreases. From this figure, we can gain the following
insights: (i) BS mode is the most dominant mode in
content delivery for the majority of contents and the
fraction of successful delivery via this mode increases
as the content popularity decreases. (ii) For delivering
moderately high to most popular content, D2D mode is
ideal. (iii) Using an LRU caching model, devices can
retrieve the most popular content using their caches. As
the popularity decreases, there is a sharp decline in the
fraction of successful content retrieval via a device’s own
cache.

Fig.2(c) shows the changes in how the content is de-
livered with increasing demand rate for the same setting.
Apparently, as the demand increases, content is delivered
more via cache hits and D2D mode, thus less with BS
mode. When the demand rate of each node in the system
increases from 0.2 to 0.7, content delivery via D2D mode
rises from 34.6% to 45.2% and cache hits from 15.5%
to 36.2% whereas BS mode delivery drops from 49.9%
to 18.6%. In line with the behavior in Fig.2(b), this
means that moderate to highly popular content constitute
a larger portion of deliveries under increased load in
the network. We should also note that with increasing
demand, the percentage of total satisfied requests drops
from 81.6% to 49.2%, largely due to the resource
limitation in BS mode transmissions. Meanwhile, D2D
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(c) Impact of cache size on delivery delay.

Fig. 3. Impacts of system settings on D2D mode and content delivery.

transmissions drop only from 28.4% to 22.3%, with
the amount of D2D mode deliveries actually increasing
by almost 2.7 times. This behavior shows that D2D
mode is robust for increasing demand and can scale its
contribution to content delivery under heavy load as long
as devices have accessible neighbors in their vicinity.

A. Impact of D2D and BS mode weights

In Fig.3(a), we can see the effect of various weights
for D2D mode in the objective function. In case of
ωD2D = ωBS , our solution attains the global maximum
in terms of total network throughput. When ωD2D >
ωBS , however, our system is operating at a sub-optimal
point in terms of total network throughput, e.g., a local
maximum, for preferring the amount of content delivery
with D2D transmissions. For ωD2D < ωBS , the sub-
optimal operating point conversely favors BS mode
transmissions. We can see in the figure that, tipping the
balance towards D2D, starting with ωD2D = 2, raises the
fraction of deliveries made via D2D mode from 26% to
over 28.6%. However, further increasing the weight does
not have a noticeable impact on D2D mode delivery,
since favoring D2D at the expense of new content trans-
missions from BS into the network affects the system
in future time slots. BS delivering new content and thus
increasing diversity in the device caches is as important
as utilizing D2D transmission opportunities. There is
also the fact that the maximum D2D capacity of the
system in given simulation conditions is reached. On the
other hand, when ωD2D < 1, favoring BS mode, there
is a decline in the fraction of successful delivery via
D2D mode. However, introducing D2D to the system,
even with a small weight, means that an extra 15% of
content delivery can be done via D2D mode, given that
each node has sufficient neighbors and content variety
to utilize D2D capacity.

When the system does not have D2D mode (i.e.,
ωD2D = 0), another result that can be observed is that
cache hits are 4.92% of satisfied content requests. With
D2D mode enabled, cache hits can deliver 14.8% of re-
quests. This result directly follows from the fact that the
D2D-enabled system can deliver 25 to 30% more content
and distribute popular content among neighbors, thus
improving cache hits. The figure also illustrates the fact
that the scenario where D2D mode and BS mode having
equal weights achieves the highest throughput possible
for the system. Looking at the fraction of BS mode
transmissions in content delivery, it can be observed that
increasing the weight of D2D in the objective reduces

the ratio of BS mode deliveries. Therefore, favoring
D2D mode can have a significant impact on reducing
the amount of backhaul traffic driven by the BS. To
summarize, the weighted objective renders the upper and
lower bounds of D2D mode content delivery for the
adopted setting with 30 nodes and 5.3 neighbors per
node on average, each having LRU caches. The other
observation is on the effects of having an emphasis on
either BS or D2D mode transmissions.

B. Impact of cache size

For evaluating the impact of cache size, we set cache
capacity for each node to {2, 6, 10, 16, 24, 30, 40} per-
cents of the content catalogue. Fig.3(b) plots the effect
of cache capacity on the three transmission modes—BS,
D2D mode delivery, and cache hits. The first observation
is that until a certain cache size (e.g., W = 8), the
ratio of delivery via D2D mode increases with increasing
cache capacity. Similarly, content delivery via cache hits
increases with larger cache capacity. The linearity of
ascending trend is in accordance with the content pop-
ularity distribution. However, the fraction of successful
transmission by D2D mode benefits most from increases
in cache size when it is under W = 8, only to begin
saturating above the point where a node’s neighborhood
contains over 50% of all available content. This happens
due to the D2D potential of the system being limited
by the availability of frequencies to deliver content. The
channels are used both to transmit new content from the
BS and from the neighbor nodes, subject to interference
range constraints. Furthermore, for cache sizes over
W = 15, the system starts to transmit less via D2D since
each node’s own cache starts to host more than 30% of
content at this point, and cache hits start to overtake. It
should be noted that the content coverage of a node’s
all accessible neighbors on average for the respective
cache capacities are 8.4%, 21.4%, 32.8%, 47.8%, 64.7%,
74.4% and 84.7%. Finally, we can remark that with a lin-
ear increase in cache size, we observe a linear decrease
in the BS mode deliveries and hence backhaul traffic.

Fig.3(c) plots average delay of successfully delivered
content with increasing cache size. As cache size in-
creases, the delay on content delivery decreases. The
decline in delay is inversely related to the increase
in D2D mode deliveries and cache hits observed in
Fig. 3(b). The results show that the node caches and
their counterparts in neighboring nodes can be effectively
utilized to reduce delay along with reducing the backhaul
traffic and spectrum congestion.



V. RELATED WORK

The potential of caching for resource efficiency in
mobile networks has been widely explored, e.g. [3], [11].
While caching closer to the users, e.g., at the eNBs, is
more desirable for quicker content access, its potential
for cache hits is lower since eNBs are limited in their
storage and serve a limited number of users. Putting the
content in the upper layers in the mobile network hierar-
chy, e.g., network core, improves the resource efficiency
at the expense of longer latency. Motivated by these pros
and cons of each tier, [11] overviews caching at different
tiers, e.g., at the access points, the mobile core, in a
mobile network, and proposes to optimally assign which
objects to cache at each tier to minimize the data access
delay under cache capacity constraints. Our work differs
from [11] in that we consider D2D caching along with
the resource allocation problem in a BS cell coverage.

There is also some research, e.g., [3], [6], [8] on
pushing the caching towards the edge of the network.
The most relevant research to ours is [3] which proposes
to employ some mobile nodes as data carriers (named
as helpers) and use these nodes as mobile caches which
are strictly controlled by the BS. The BS manages
content resolution after receiving requests from users in
its coverage and actively pushes popular content to the
helpers. Moreover, the BS selects some nodes as helpers
among the candidate nodes based on their mobility
profiles, i.e., nodes with higher probability to spend their
time in point-of-interests longer are more likely to be
selected as helpers determined by their mobility patterns.

In a similar spirit, [6] explores the dynamics of D2D
content delivery with a focus on user mobility as data
transmission may abruptly terminate due to the mobility
of either peer. Authors provide a theoretical model for
successful D2D transmission considering the duration
of contact period of a transmitter-receiver pair, which
is a function of node mobility and file size. Our work
distinguishes itself from [6] in several ways. First, we
account for the multi-user interference while calculating
the D2D transmission capacity which is neglected in
[6]. Second, we formulate an optimal resource allocation
scheme, i.e., mode selection, with a goal of utilizing
D2D links as much as possible. This objective is in line
with 5G and ICN, both aiming at decreasing redundant
traffic at the core and also at the edge of the network.
Correlatively, [5] considers mode selection and content
popularity/caching with similar aims, however is scope-
limited to satellite integrated cognitive radio networks
and explore mainly a state-based system model. Similar
to our proposal, [7] aims at identifying the optimal mode
for content delivery among the three delivery options,
directly from the BS, D2D direct, and D2D opportunis-
tic multi-hop delivery. Assuming that BS knows the
trajectory of every mobile node, it can create a time-
expanded graph representing all connections between
nodes and next solves a max-flow problem on this graph
to optimally select one of the delivery modes. While the
presented analysis driven from the proposed approach
provides insight on D2D potential of a cellular network,
it does not elaborate on the effect of content dynamics.
Our work differs from [7] mainly in this aspect.

VI. CONCLUSION

We have proposed a resource allocation scheme for
content delivery in D2D-supported networks using a
linear integer problem model. Our model supports D2D
mode delivery, weighted if desired, under an omnidirec-
tional interference constraint. We have showed that the
inclusion of a D2D mode can have significant impact on
the amount of content delivered in a network, even with
interference-limited channel resources. As the weight
given on D2D increases, the system caps out at a certain
point where performing more D2D is impossible due
to the competition for the spectral resources with new
content delivery from BS and the limited-capacity device
caches. Another result deduced from analyzing various
scenarios was the usage of delivery mode based on
content popularity, where highly popular content are
delivered mostly from cache or via D2D mode and the
less popular content are delivered by the BS (creating
backhaul traffic). This phenomenon lights the way for
designing clever caching schemes or D2D mode selec-
tion for systems that are also time-bound for calculating
which content to transmit and what mode to use.
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