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Abstract

Information-centric networking (ICN) has been proposed asradigm for overcoming the networking challenges of tireent
Internet involving the explosion of content consumptiod &éme widening gap between fii@ and capacity growth. Although new
communication systems and protocols are deployed in tiebthaineet the broadband ffiz surge, the ubiquitous proliferation of
mobile broadband access and advanced user devices outpgtemented countermeasures and aggravates this capaaiiyh
issue. Moreover, the expanding networking infrastructsirexpected to be more energffieient conforming to “green commu-
nications” concept while serving burgeoningffra demands. In this paper, we study the application of cacimaghanisms to
the edge of an infrastructure-based mobile network supmpt€N and explore their impact on the energy consumptiothef
investigated system. We devise a greedy heuristic cachageament strategy for this setting and evaluate its perfoc@aOur
scheme incorporates energy reward, popularity, Time-Ve-(TTL) and delay (i.e. chunk loss due to delay sensitpMi&gtors and
provides energy savings with low-complexity operation.

Keywords: energy éiciency, network caching, information-centric networkimgreless content delivery

1. Introduction tioning of networks among content and network providers im-
. ) pedes cooperation leading to lack of optimization on the-end
The Internet usage has drastically evolved from a point-tog_end path. Therefore, countermeasures and remediesare ¢

point communication and exchange paradigm to a content digsja| to mitigate these problems in next-generation IP neao

sitated a more content-centric rather than a host-cer#sigd.  \5rds this goal.
Information-centric networking (ICN) builds on this presaito In this work, we consider an infrastructure-based wireless
overcome the shortcomings of address based rqofiegation  petwork which utilizes ICN paradigm for content (or informa
in the emerging era of pervasive and ubiquitous networkingon) based networking. Caching is a fundamental capgbilit
ICN identifies content rather than network locations emapli o, |CN systems in order to enable scalable and céatient
the addressing schemes facilitated by application-lseeial  ~gntent dissemination [1]. We elaborate on this aspect amd p
considerations. The incumbent design factor of resourae sh pose an energy-aware cache replacement mechanism for im-
ing for the conventional IP is translated to a requirement fo proving the system performance. Ener@yaiency (EE) at each
more service- and content-oriented operation [1]. network component has become more critical with the dwin-
Another emerging condition is the mobile broadband eXIO'O‘dIing energy supplies and the deepening environmentaéssu
sion propelled with new services and content availableiangyt Accordingly, it is paramount to devise widely-applicable a
anywhere. Hence, the upcoming broadband wireless stasdargorithms and solutions for energykeient network operation
are putting a bigger burden on mobile networks for servinqz]_ Although the adoption of information-centric apprbac
the Internet trific surge. Moreover, this diverse range of ser-for network architecture has the potential for enablingrepe
vices and modalities bring forth new players and factorfisuc oficient content dissemination, this new approach has to be
as OTT (Over-The-Top) service providers (e.g. Netflix, Skyp energy-dicient in addition to being an energyiieiency en-
and YouTube) and P2P (Peer-to-Peer)-based content sharingy|er [3]. Therefore, our main focus as the performancembje
which heavily tax the network resources. However, the netyje is EE in this work. We develop our proposed mechanism
work operators generally cannot charge for these high baanonsidering the prominent factors on caching from the pesrsp
width services while the network resources are stretchptto  tjye of EE and low complexity.
vide adequate QoS levels. Additionally, administrativetipa The intersection of ICN and wireless networks are yet to
be explored comprehensively, especially for the prospe&t
systems. Similarly, caching has been typically studiedafbr
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hoc wireless systems and usually dealing with performarete m
rics other than EE. In that regard, the contributions of oarkw
are as follows:
1. We propose a heuristic cache management scheme fo \ sitet.com
energy-déficient operation of ICN in wireless content dis-

N AR

semination. \

2. We devise a system model for caching at the edge of
infrastructure-based mobile networks.This model is fo-
cused on EE analysis. However, it can be extended for
other analytical purposes.

3. We investigate thefiect of caching on the energy con- !
sumption of these systems. We present multifaceted ex-
perimental results on the interplay betweefiatient fac-
tors such as cache size, object size composition and pop-
ularity distribution in this setting.
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In the next section, caching for wireless networks is de-
scribed with a brief overview of related issues. Sections®pnts Fi9ure 1- An ICN example considered in CCN (Content-Cerfiratworking)
related work in the literature. In Section 4, we present §fw s proposal (AS: Autonomous System, FIB: Forwarding InfoioraBase).
tem model and system requirements. We also desEirilesy
Aware Caching for Wireless ICN (ENACI) which is a greedy and mobility [10]. However, there are also substantial atiss
algorithm for energy-ficient cache management problem for such as security and object namjidgntification against ICN
this setting. In Section 5, the experimental results areudised  proliferation. Simply, the content has to be secure withppro
for performance evaluation. Finally, we draw conclusioms i confidentiality and credentials while being uniquely idtaible
Section 6 with a perspective on potential research direstio  among a huge number of objects present in the network. De-
ployment of caches and in-network storage &fedéent points
2. ICN and Caching at the Edge of Infrastructure-Based in the in'Fercgnnectio_n, backbone and aggregation leveks of
Wireless Networks network is critical to improve the system performance fan-co
tent consumption in ICN[11]. According to [4], main trends
The challenges faced by the current Internet architectur@nd forecasts regarding the Interneffiicaenvisage the dou-
have led to numerous proposals for Future Internet prosocolbling of global IP trdfic through 2013 with video becoming
and architectures. The explosion of video and P2Ri¢rare  the major source of tfc (video trdfic will account more than
among the prominent driving factors in theséoets. Although ~ 90% of consumer tiféic in 2013). Meanwhile, P2P ftfiéc is
application-layer solutions, namely CDNs (Content Deljve expected to grow in volume, however with a decreasing per-
Networks), P2P overlays and HTTP proxies, have already bee¢entage on the overall. ICN provides a pervasive storagadnf
deployed through the current Internet ecosystem, more sufiructure enablingf&cient utilization of network resources in a
stantial architectural Changes are evident. For instgawS flexible manner to serve that end. For CSPs (communication
are generally fective in shortening transport paths resulting Service provider) providing mobile broadband servicesteths
in smaller delays and better throughput [4]. But the deploythe P2P stress on their infrastructure due to the overlaylalis
ment cost of CDNs and scalability issues are also prevaint[ tion of contentin their networks. In-network storage aitges
Therefore, research projects such as SAIL, PSIRP, COMET anfis issue especially addressing file sharing and streasgng
4WARD have proposed various networking models to realizevices. However, the energy consumption of these capaisiliti
Future Internet concept [6]. ICN has been an active fieldan th have to be optimized for enabling green communications and
regard with relatedféorts and proposals such as Data Orientednetworking.
Network Architecture (DONA), Content-Centric Networking ~ Why caching closer to the edge (smaller localized caches)
(CCN), and PublistBubscribe Internet (PURSUIT) [7]. is important? The tradéls related to cache location in an IP
An example ICN network is shown in Figure 1. The ICN network are shown in Figure 1. Caching closer to the content
approach implies context resolutjservice resolution instead consumer shorthens the transmission path providing sigunifi
of machine resolution [8]. Receiver-driven model and caghi load reduction and smaller latency in the network. The hop
are two salient features of ICN. Clearly, this approach benecount reduction during content dissemination implicitisop
fits the delivery of popular content (e.g. reduced delivesy d Vvides substantial energy savings. Also, for CSPs, therenes
lay) and reduces resource requirements (e.g. bandwidth af@pular content which is already identified by the system-man
server load) in the network [9]. Thus, the loose coupling be-2gers such as operator's web portals. These services sdll al
tween content and its originator provides opportunitifaail- ~ benefit from caching at the edge, leading to a significant sav-
itate mechanisms for many of the prevalent issues with the cuing on trdfic propagation into the core and aggregation net-
rent network architecture such as multicast, multipattiingu ~ Works. This multifactor issue has been explored witffiedent
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Figure 2: The investigated network setup for ICN in wirelestwork. The network nodes employ cacheX¥s) enabling in-network storage. The node instances
closer to the edge follow the LTE terminology (provided imgrgheses) but can be any wireless cellular broadbanddthynwith assumed capabilities.
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approaches in the literature [8]. 3. Related Work

In general, the ultimate edge of the network is the networked
user equipments. However, user centric approaches (rietdror Content cache management has been an important topic es-
caching at the user devices)kar scalability and feasibility dif-  Pecially for ad hoc networks [15]. For instance, a coopeeati
ficulties due to the requirement of software and hardware sug-@che-based content dissemination framework to carryheut t
port among disparate entities managed by individual uders. cooperative soliciting and caching strategies for the twe e
a wireless cellular network, Access Points (APs) exhibthbo countering nodes in a mobile ad hoc networks is proposed in
advantages of spatial configuration and economies of seale d [16]. In [17], Fioreet al. focus on diverse cache features,
to centralization, and may act as conjoint devices for stpri specifically diferent cache sizes, and design a content replace-
and forwarding information in addition to their traditidrea- ~ Ment strategy for intermittent and peer-to-peer inforovagx-
pabilities. Thus, we do not consider theet of user-resident change. o .
caching in our analysis but focus on APs [12]. Although caghi In_format|on dissemination h_as been under focus especially
capability in this type of nodes is not practically avaikalin for wireless sensor networks. Dimokeigl. present a coopera-
current wireless cellular networks, it is expected to besifea tive caching solution particularly suitable for wirelessltime-
ble with the emergence of 5G networks such as LTE Advanceéia sensor networks (WMSNSs) in [18]. The proposed caching
where wireless APs act as IP routers in addition to radio-funcselution exploits sensor nodes which reside in positiorthef
tionalities [13]. Although spatial and temporal spectrieuse network that allow them to forward packets or communicate
will substantially improve with these new systems, it is ex-decisions within short latency. In [19], optimizations fmno-
pected that the network backhaul will become a major systerf€SSing queries by using adaptive caching structures in WSN
bottleneck and necessitate edge-caching in these elefioents @ré discussed and an approximative update policy is pregent

the exploitation of the inherent spatial and temporal retungy !N the wired domain, CDNs have been a driving factor to uti-
of user demands [14]. lize caching for content delivery. CDNs are characterized b

In this work, we elaborate on caching at APs in the net-fobustness in serving huge amounts of requests and cootent v
work layout as shown in Figure 2P is a generic term which UMes [20]. Caching can be managed using various mechanisms
represents the access point node for a communication device N CDNs. In [21], Chen et al. use an application level multi-
attach and communicate through the network wirelesslyirFor ~ Cast tree as a cache replacement policy for each CDN suerogat
stance, this node corresponds to the base station (BS) in, GSMerver. Prestt al. [22] determine the caching benefit of con-
wireless access point (WAP) for IEEE 802.11 or ¢NBme-  tent replicas by a non-linear integer programming formarat
eNB in LTE standards. We develop a centralized decisiorelogi Whereas Bartolingt al. decide whether to add a new content
for cache replacement, i.e. which chunks to keep and whickeplica or remove an existing one using a semi-Markov degisi
to evict from the cache, based on a greedy heuristic algorith Process (SMDP)[23]. Caching can also Iiieeted by the tem-
for this setting and evaluate its performance. Our scheme irPOral popularity patterns of the contents. In that regaath&ey
corporates Time-To-Live (TTL) and delay (i.e. chunk losgdu €t . focus on a cache replacement strategy for multimedia

to delay sensitivity) factors on the energy consumptiorhef t content and presents a generic popularity prediction ahgor
investigated system to improve EE. which fits a set of functions to the cumulative request patbér

content items [24]. It uses the predicted request patterdst
termine the subset of all available content to store in tithea
The emergence of cloud-based storage and green datacenters



concept have also supported these endeavors [25]. However,

the intersection of wired and wireless networks has been rel
tively unexplored from the energyffeient caching perspective.

4. System Model

Table 1: System parameters.

‘ Parameteﬁ

Explanation

In this section, we layout the system model analytically an
setup the optimization problem for cache management frem th
perspective mentioned above. The system parameters and
tation are shown in Table 1. Throughout the paper, we ma

0j

Adistinct chunkp; e, j=1,..,1.

Soj

The size of chunloj, s; € S, set of chunk
sizes

restate the definitions for the sake of clarity.
The network setup is shown in Figure 2. The wireless net;
work has an access segment with an aggregation stage and

N

The number of access point8F;) operating
in the zone

M

The cache size AP;

core part interconnected to other IP networks through a-back
bone network. For the sake of simplicity, “Universal Sotrce
is a logical shorthand representation for chunk sfgesers in
the rest of Internet. As noted in Section 2, we focus on the ac
cess segment of the wireless network. Therd.dd&s consum-
ing content represented as chuk®f sizes,; throughN APs

in the system. These distinct objects constitute the glebtl
of chunksl. EachAP; has a local cache with sidd; contain-
ing the set of cached chunk. During content consumption,
a chunk not present in the local caches is fetched from the un
versal source with an average hop-couMib(cr er;) and energy
cost per hopé.crerp) through the network segments resulting
in g. This is a prudent assumption since we do not distinguisk
among the chunks in the system according to their location ir
the network or their respective stores. For an energy-gware
efficient cache management scheme, the network nodes shod
be aware of transport cost among themselves. This is feas
ble via information sharing due to relatively static nataféhe
infrastructure. For that purpose, the energy cost of siggal

&

The set of cached chunks &P;, ¥ socc)) <
M;

The set of chunks (distinct objects) in the sy
tem

The number of user equipments (UES) in t
area

Pij

The request probability of item (chunk)
throughAP;

The distance betweeiP; ando;. If o; is al-
ready available (cached) aP;, this quantity
is 0.

] .
e'gk
d

T+

Energy cost of fetching per unit chunk fro
another node’snpde k) cache toAP;. This

quantity is related to processing and transn
sion cost for transport of chunks among n
work nodes. Ifo; is already available (cacheq
at AP, its value is O.

between two network nodes, node i and node k, is also presen
which is usually dependent on their distancﬁ‘eq = f(di).

Energy cost of caching per unit chunkAd;

The consumption figures, e, ande,, (energy cost for cache
replacement) contribute to the energy cost of fetching faom

&

Energy cost of transmission per unit chunk k
tweenAP; andUE,

other node’sifode k) cache toAP;, namelyelX which is related
to processing and transmission cost for transport of chuliks
0; is already available (cached) AP;, g; value is 0. More-

Energy cost of signalling betweeAP; and
nodek for cache coordination and informatiq
sharing

over, the energy cost of caching per unit chunldm, (€,) and
the energy cost of transmission per unit chunk betwaf@rand
UE, (e'f') are accumulated into the total energy consumption fof

e

Energy cost of transmission per unit chunk |k
tweenAP; andnode k

contento; access afAP;, denoted as£5j;. At the expense of
this energy dissipation, the cache management stratelgisyde

e

pr

Energy cost of processing per unit chunk f
cache replacement AP,

cache hit ratidy; for AP;.
For quasi-stationary or fixed access probabilities for con-

Ci

The set of decached (removed from cac
chunk(s) due to incoming requestAf;

tent, a near-optimum strategy policy for EE is to estimate th
probabilities via profiling and to keep the most popular sem

h

The cache hit ratio foAP;

in the cache considering the energy cost as well [26]. This is
more evident for dense user populations with correlatedsscc

b N{br,cr,er}

Number of{backbone, core, edge} routers on
the path for fetching an object

characters such as enterprise users in business distrioese
users follow a relatively packed access profile in time, epac
and content dimensions. In individual user-centric caghtinis

e{br,cr,er}

is inefficient since each node (user equipment) has to cache tf
similar content. However, this correlation can lead to kigh

a

Energy consumption per unit chunk on
{backbone, core, edge} router on the path fo

S-
et-

e_

e_

he)

fetching an object

T

efficiency for network-based local caches adapted to user com-

munities [4]. In this work, we assume a fixsthwly varying
4



access pattern for the network users. The chunk request prob

e . . . . Table 2: Energy consumption figures for the wired segment [3
abilities, pij’s, are estimated through a sliding window mech- 2 P g 9 Bl

anism. For a specifiP;, the sliding window scheme records | Node Absolute | Normalized | Hop
the time gapAT between the current time amdh most recent Type Consumption| Consumption| count
reference for a chunkand calculatep; = K/AT as the esti- (W/Gbps) | (unitenergy

mated values utilized by the relevant algorithms. .
per unit data)

4.1. General Assumptions Backbone route 15 1

The key assumption is that we consider a receiver-driven Core router 28.6 1.9
chunk-based ICN where the content is stored and identifie
. . o E .
as uniquely identifiable chunks (segments). These churks a dge router 80 53
transported at chunk level with built-in network storagedaching.

We do not r_nake any as;umptions on specific naming or Comenlt—'oreg(o,-), er(0;) component is based on the availability of the
based routing mechanisms employed in ICN [10]. We assumgy i in the network as a cached item or from the original pub-

necessary mechanisms such as FIB caching and hierarcical (ighey The chunk is assumed to be located by the ICN infras-
ploymentare already employed in the routing nodes. Moneovey,,o,re and transmitted over the wired network to the seyvi

the Zipf-nature of the Web content consumptionimpliestoat  Ap For that case, we employ the trace-based analysis okchun
a relatively small period of tlme,. alimited set of ICN is #éd _propagation in [3] for hop-count estimation and related gow
by an FIB to forward flows of interest messages [27], whichqngymption through the transmission over the wired code an

helps the scalability issue. edge networks. The energy consumption figures for various

As noted in Section 2, we do not consider the caching af etwork nodes given in [3] are shown in Table 2. Then
the wireless user nodes, rather focus on the network-centri

optimization in the infrastructure-based wireless nekyes- Y=g . . . .
pgcially next-generation wireless networks such as LTE Ad- Or(01) = o, [Nor @r + Nor - €+ Ner - ] @
vanced. The main reason is the emerging capability due to thehich is basically dependent on the distance between AP and
standardization of wireless acccess points acting as IRm®u the chunk’s location, i.e. the hop count and the hop types ove
for these systems. Figure 2 provides LTE naming of nodes ithe route.
addition to general node types such as core router for exempl  Inthe above analysis, we also dropjleitientification since
fying the mapping for a next-generation wireless system. we assumey = e, for all i, k values. Then the expected total
We assume that the cache operates imeakly-consistent  energy consumption &Py is simply
manner, i.e. the applications can be sergade data from
the cache occasionally [28, 29]. The consistency mechanism [
Etot = Z p; - Ej
j=1

employs Time-To-Live (TTL) monitoring in order to invalitia ()
stale chunks in the cache.
representing; asp; since we only focus oAPo.
4.2. Energy Consumption Model and Reward Structure The expected caching benefit for a chunk is simply the ag-
We focus on a single of AP, namelPo, in a so-called gregate saving due to the avoidance of accessing that item in
cache zone for optimization purposes. Therefore, we can drop®ther nodes, i.e.,
the indicei identifying the specific AP. The energy consump-

tion for contento; access a\P;, E;j, is constituted of three reward(0,) = Po, - [Epu1(0x) ~ Biocataccess(0x)] ©)
main components, namedy, e; andey: where
£ _g -] &)+er(o) ifd;=0 " Elocalaccess = So, " €& (7)
91 = =17 er(0)) + g5(0;) otherwise and
wheree. is the cost of caching and locally serving the chusk, Epur = €(0x) (8)
is the energy cost for wireless transmission of the chunkfro In other words, the expected reward of caching an item in

APy to the requester user equipment agds the energy cost AP, is the expected avoidance of energy consumption for fetch-
of fetching the chunk from other caches or the source. Théng the item from any of the network nodes other tidy mi-
quantityes(0;) is equal to s, - & while e¢(0;) is a function of  nus the cost of having and fetching that chunk locallyARy.
wireless transmission power, transceiver circuitry comgtion  C is the set of items in the cache at the time when the caching
and channel conditions between AP and UE. The last quantitseplacement decision is starte@.denotes the set of decached

€y(0j) in (1) is written as (removed from cache) chunk(s) due to incoming request. The
caching benefit of newly comingy due to access request is not
€(0j) = €req(0;) + & (0;) + € (0;) (2)  controllable since it is determined exogenously by the inicg
= €req + & (0)) + €pr + Sy, (3) request. However, the cache replacement algorithm carttrel



victim chunkso; € C and therefore which chunks to keep un- Algorithm 1 Optimal solution algorithm for 0-1 knapsack
der the constraint of vacant space égr Then the optimization problem.

problem for cache replacement becomes 1:
2:
o 3
maximize Z rewardg;) - ]1[0]@] (9a) 2
OiEC 5:
subject to Z S, Loye] <M - o (9b) &
OiEC : 7.
jefl, 2.1}
wherelpy is the indicator function which is equal to 1fis 9:

true and O otherwise, angk is the newly cached chunkC* 1
refers to the decached s@tafter the decision is finalized. The 1%
constraint (9b) states that after decaching, the totalafitems 12
remaining in the cache should be such that there is vacaoe spa 1
(at least with the size afy) for the incoming chunloy. 14:

This problem can be mapped to 0-1 knapsack problem whick®:
is known to be NP-hard [30, 29]. Given a knapsack with maxi-1:
mum capacity W, and a set S consisting of n items with weight!-
w; and benefit valudy, (w;,bi, W € Z), the problem is how 18
to pack the knapsack (to select the subset of items) to aghiev*:
maximum total benefit of packed items. A possible brute force?®:
solution is to try all 2 subsets of S, which is not scalable due 2%
to complexity. In this work, we propose a greedy heuristic, 2%
namely ENACI, which incorporates energy reward, poputarit 23:
TTL and delay (i.e. chunk loss due to delay sensitivity) om th 2%

1,w]) then

procedur e KNapsack SoLver(V, w, n, W)
for w <~ 0,Wdo
V[Oo,w] < 0
end for
fori < 1,ndo
for w < 0, W do
if (W[i] <w)AMi]+V][i-1w-wi]] > VI[i-

V[i,w] < V[i] + V[i = L, w—wi]]
keep[i,w] « 1
else
V[i,w] « V[i — 1,w]
keep[i,w] < O
end if
end for
end for
KW
fori < n,1do
if keep[i, K] == 1then
outputi
K« K -w[i]
end if
end for
return Vin, W]
end procedure

energy consumption of the investigated system and is &allor
for wireless access networks.

The optimal solution for 0-1 knapsack problem is availableP!€ase refer to [31] for a more detailed and analytical neat
as a dynamic programming solution [30]. The pseudocode igf LRU.

shown in Algorithm 1.V[n,W] is a two-dimensional array of

size (n,W) that is updated to keep temporary values and to corf-3- Energy Aware Caching for \reless ICN (ENACI)

tain the the final solution at the completion of the algorittum.

We layout the design space for ENACI scheme followed by

The time complexity for this algorithm i©(1 - M), wherel is its detailed description in this section. In addition to phienary
the number of cacheable chunks avds the cache size. This objective of conveying ENACI, we render the rationale behin
O(l - M) times operation is compromised of the following steps:its structure and design.

O(l - M) times to fill the V-table, which had ¢ 1) - (M + 1)

entries, each requiring(1) time to computeQ(l) time to trace  4.3.1. Design Spacefor an Energy-Aware Caching Heuristic fx

the solution, because the tracing process starts in rowHeof t

For an energy-aware caching scheme, we need a simple yet

table and moves up 1 row at each step. Therefore, lower coneffective heuristic regarding two aspects:

plexity heuristic algorithms are important for this prableThe
complexity of our algorithm described in Section 4.306)
since it runs over cached items and perfor@{4) operations
for each item in the cache.

We compare our algorithm ENACI to the Least Recently
Used (LRU) algorithm and to the baseline case BASE solved
using dynamic programming algorithm. The baseline colarol
does not utilize TTL or delay and thus a less "intelligent* de
cision maker solving the cache management based on (1) via
dynamic programming. In addition BASE case, the packet
drops due to delay violations and TTL evictions are intezptat
into ENACI model as described below. The third algorithm,
LRU, replaces the chunk(s) least recently accessed umtil th
space is sfiicient foro,. LRU is a very common algorithm
employed extensively in hardware and software-based sache

6

e Smple computation: The main premise behind a heuris-
tic is to have reduced complexity compared to optimal
solutions or to come up with a scheme when algorith-
mic approaches are not attainable. Afeetive caching
scheme should exhibit computational advantage in that
regard.

¢ Limited data support requirementsfor decisionlogic: The
more data support needed for decision logic (i.e. param-
eter values used in computations), the lower feasibility
and the higher overhead. Since caching infrastructure is a
distributed system, the availability of information such a
metric values can render a caching management scheme
infeasible due to lack of access to those data. Thus, data
requirements should be minimized.



. . . Prefer chunks with
Considering these factors, we employ the most salient fac- higher energy benefit

tors for chunk selection or eviction in our ENACI heuristic. Prefer popular
These parameters and their interactions are shown in Fjure chunks.
They can be listed as: Energy Reward

Popularity
e Energyreward: This is the main factor, for whichy aims
to opt for chunks with higher values.

Maximize the
reward.

e Popularity: Keeping the more popular chunks facilitates Caching
the exploitation of statistical nature of chunk requests. Chunk Size Heuristic

(£2)

Delay Sensitivity

e Delay sengitivity: Preferring delay sensitive chunks alle-
viates energy consumption with retransmissions due to
latency. For caching related literature focusing solely on

Try to keep chunks with high

Prefer smaller delay sensitivity.

chunks.

the “edge”, that factor is not rather apparent. However, - s> o
) k ' Chunk Validity ¥ S
when an infrastructure-based wireless network with an (TTL) e
. . . . . N
end-to-end chunk transmission is considered, it becomes C;\Aioe;\@
more important. This quantity is more application-oriehte Prefer chunks with @"@é\\q’ A

compared to TTL, which is typically applied in a compre- longer ffespan. ¢

hensive setting In the cachlng framework. Figure 3: Design space and imperatives for heuristic design

e TTL: Cached chunks with larger TTL values improve EE
since cache replacements are less common. HOWeV&fhare the dela
TTL value is typically chunk-content independent and
adopts a single value or a value from a set of very lim-
ited size.

y sensitivityr;, is modeled as a metric repre-
senting the delay factor on the object drop probability dpr
due to delay threshold violation.

The benefit is directly proportional to energy reward and

e Chunksize: For chunk diversity and count, smaller chunksiNversely proportional to size, since having more chunkais
are preferable. Although this tendency may increase th¥orable to increase hit ratio. Moreover, TTL is directly pro
complexity of a cache management scheme due to |arg€gortional since the cached elements are valid for a longer pe

number and diversity of chunks, such a drawback is neg[lod of time for larger TTL values. From the delay perspec-
ligible compared to the overall gain. tive, the retransmissions caused by packet drops due trclate

also incur energy wastage and therefore needs to be coedider

Data support requirements for our scheme (the practicafor caching decisions. In that regard, it is more favorable t
ity of the heuristic considering information input) can be a keep chunks for delay sensitivefiiia in the caches, for instance
alyzed regarding these parameters. While the content popgtreaming video content. To address the delay sensitifiitpo
larity can be estimated using access statistics as exglaine jects, the delays caused by fetching items not found in theeca
Section 4, we assume availability of energy consumptiomgua should be considered. The delay sensitivity parameténcor-
tities e, through information sharing among nodes. Althoughporates this factor into the benefit calculation. In thaarelgthe
this capability may appear as an emerging overhead, it is najbjects that take longer to fetch should be preferentiathed
significant since the mean statistics of these figures dfe su and retained in the cache [29]. Considering all these factos
cient. These data are not very dynamic and simple to cakulatuse a composite metric for the benefit of havipgn the cache:
using simple averaging methods. Moreover, another reguire
parameter value, the chunk size(s), is already availabthen benefit(o;) = reward, . TTL;
cache. TTL can be a system-wide parameter configured into Sj TT Lmax
the caching framework or can be embedded in the chunk hea

ers for more flexible operation. Finally, the delay sensitis o o)y threshold; for o; and the delay distribution for the

applipation—dependent and can be preconfiggred in caches hunks in the network. This delay for chunk retrieval to APs i
cording to general tific classes or embedded in chunk header§nOdeled with an exponential distribution having a cfiteelay

as an additional data field. equal to 200 unit energy. The exponetis a tuning parameter
for controlling the &ect ofoj on the benefit computation and

43.2. ENAC_:I Scheme ] ) o used as 2 in the performance evaluation. Each chunk belongs
ENACI is a greedy algorithm which eliminates the least;, ;e ofT delay threshold classes, i.¢, € T, and are uni-

benefit chunk(s) from the cache in each step, until the availa ¢,y gistributed to these classes in a random assignrrent a
space is sficient for caching the new churdc. This benefit 4 beginning of the performance evaluation.

is & function of popularity, TTL, size, delay sensitivity)(and For the cache replacement operation, at each query, if the
energy benefit of the replaced chunk(s). Specifically, requested chunk is not already cached, the chunks starting f
the least benefiting according to (11) are decached till paees

(o)) (11)

Whereo-j is the calculated drop probabillitg according to

benefit(o;) = f(rewardj, s;, TTLj, o) (10)
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Table 3: Simulation parameters.
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Figure 4: Probability distribution; for chunk i for diterenta values ( = 40). & 4
ef 1
is opened for the incoming chunk. Ereq 10
€pr 9
5. Numerical Evaluation Niprcrery | {9, 6, 1
For performance evaluation, the chunk popularity is mod- Gbrorer) | {16, 32,89

eled as a cut4 Zipf distribution [32]. In other words, we
assume that the relative frequency with which the chunks are
accessed follows a generalization of Zipf’s law which is @hd
employed in cache management and CCN works [31, 33, 3
35, 36, 37]. Although there are other more-tailored popiylar
models for specific kinds of application content, Zipf distr
tion provides a more general and widely-applicable moddl an
allows an application-agnostic analysis for performamees-
tigation of cache management frameworks. Specificallyhlet

N chunks be ranked in order of their popularity wheyés the
jth most popular object. Lepi; be the probability that an in-

The baseline simulation parameters are listed and summa-
L{ized in Table 3. The explanations for these parameters are
diven in Table 1. The units for the energy, size, and time guan
tities are unit energy, unit size, and unit time, respegtividur-

ing the performance evaluation, the relevant parameteregal
are altered according to the case, which is explained indghe c
responding subsection.

5.1. Effect of Zipf Parameter o

coming access is fay; throughAP;. Focusing on asingldP, ~ Largera values imply more skewed data access probabil-
and p; with a cut-df Zipf-like distribution, for 1< j < Nand ity distribution as noted in Section 5. Typically, this kiod
a>0[31] popularity pattern favors caching and improves cachinfpper
b = Q (12) mance. As seen in Figure 5(a), since it is in exponential re-
J(l

lation, the &ect of ¢ starts to manifest itself more apparently
especially after it is above 0.5. For smaller values, the gai
N -1 due to caching is almost negligible. Asgets larger, LRU
Q= Z - (13)  provides significant savings compared to no caching. More-
£ jo )
=1 over, ENACI provides almost the same performance compared

Zipf's law implies that the top-ranked flow rates are excepti to BASE. Fora = 1.2, it is slightly better [1750 unit energy per

ally large but rare and the lower-ranked rates are smaller bifunk guery (denoted as the ungfcaq) for ENACI vs. 1760

more common [38]. Thus, a small number of the most poput&cd for BASE]. , ,

lar contents account for a large portion of user requests [39 N 9eneral, all caching algorithms behave as expected and
the apparent profile is the increasing energy EE with inereas

Figure 4 plotsp; as a function ofr. Parametew is the shape . X :
parameter that describes the relative popularity of objiedhe "9 @ value. For instance, the energy consumption of ENACI

distribution [40]. Itis clear that the larger tevalue, the better d€Creases from 2616 feg to 1145 ugeq asa ranges from 0.1
the compactness of thg distribution. We consider the range _to 1.4. This outhme is dye to increasing cache hit ratio-lead
of « observed in [32] using network traces from a variety ofiNg to energy savings while serving he requested chunksto th
sources. Whew = 0, (12) is simplified ap; = 1/N for alli, ~ CONSUMErS.

and the data access rates to all chunks are the same (equally- _

likely case). As noted in [31], this corresponds to the worst-2 Effect of Cache SzeM

case since larger value is expected to improve the cache per-  Increasing cache size is expected to benefit EE due to two
formance. factors. First, alarger cache is able to store more objeattihg

where
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Figure 5: Performance comparison of caching mechanisndifferenta values and cache sizes.

to higher hit ratio. Second, storing and serving a chunk fitoen
cache typically outweighs fetching it remotely in terms &.E
Figure 5(b) depicts the performance of evaluated schemes fo
increasing cache size dimensioned as percentage of aggrega
chunk size, which is simply equal b - . Similar to Fig-

ure 5(a), the performance of ENACI is very close to BASE. As
the cache size increases from 0.5% to 8%, the energy consump-
tion for ENACI improves from 2284 yeq to 1542 ugq, which
corresponds to 32.4% decrease. It manages to keep an advan-
tageous performance gap with LRU ranging from 5% to 14%.
The minimum gap is for the smallest cache size which corre-
sponds to the convergence of all caching algorithms. The ave 1000
age energy consumption for no caching (NONE case) is 2632 L bt size compositon index
ue/cq, compared to 2169 feg), 1938 ugeq, and 1916 yeq for

LRU, ENACI, and BASE, respectively. Figure 6: Hfect of size composition on the average energy consumption pe
object query ¢ = 0.9, M = 42,5, = 6).
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5.3. Effect of Object Sze Composition

The object size composition may have a significaffé® 54 |mpact of Caching on Network Tragic
for cache replacement algorithms, especially for hegsgia-
rameterized withs, . Therefore, we also investigate the perfor-
mance for diferent object size compositions. The object size
compositionS; € S has a symmetric distribution around the
mean object sizes)) equal to 6 units and is given in Table 3.
The composition |0 in the graph corresponds to the order of
elements irS in the table, i.e. 1 fof6} while 5 for {1, 2, 3,

Caching closer to the content consumer drastically reduces
network load and thus energy consumption caused by the trans
portation of data to users. We also evaluate the impact dficgc
on network tréfic in our network layout. The network load in
our system is measured as the amount of data times the number
of hops it travels [41]. Specifically,

4,5,6,7,8,9, 10, 11 The objects are assigned uniformly- L = pSo[NeBe + (Nc + No)Bc

distributed to object sizes for a select®d Figure 6 shows that Ne + Ne + N1 = B — 14
the sensitivity of our scheme to object size configuratidos + (No + Ne + Ne)(1 = e = o)l (14)
and thus it maintains a similar performance improvement un- = (No + Nc)(1 — Be) — NofSec + Ne (15)

der varying size compositions. This robustness is benfaria \ here, = 1 - his the probability that a request is not served
a cache management scheme since the incoming objéét tra fom the AP cache, i.e. cache miss ratio. The probabilities
can be composeq of diverse object sizes. Moreover, ther}aerfoﬁe andg. represent the probability that a missed object in the
mance of ENACI is very close to BASE in all cases. The per-ap cache is found in the edge or core network, respectively.
formance gap between ENACI and BASE never exceeds 2.2% 56 two values implicitly determine the probabiliiy that
of BASE results which occurs for the last case ¢0b) with  he ghject has to be fetched from the universal source ginee
Egase = 2155 ug¢cq andEenaci = 2204 ugeq. Be+Bb = 1. TheB composition can be considered as an indicator
for the assumed performance of the caching in other network
segments. For instancgBe, 8.} = {0.25,0.30}, i.e. B, = 0.45,
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Figure 7: Network triic volume and cache hit ratio for varyirgandg.

corresponds to a veryfective in-network caching system since 6. Conclusions
55% of all requests not served in APs are served in the edge . .
or core network without leaping to backbone network for the I this work, we have discussed and evaluated cache re-
universal source. placement policies for information-centric operatiorieg €dge

Figure 7 shows the network s load and cache hit ratio of infrastructure based wireless networks. We have focosed
for BASE, LRU, ENACI and NONE with varying andg val- the objective of EE. ICN provides new degrees of freedom for
ues. For NONE case, we assume caching is absent not just?nsps to meet mobile broadband requirements. Moreover, the
AP, but in any network segment, thus implying a baseline casdhcreasing content-centric access over wireless netwarkes
In Figure 7(a), normalized network load fer= 0.9 with vary- ICN-based approaches more attractive. In that regardjrogch
ing Be/Bc pairs is shown. For the “cache-less” NONE mode, the@nd in-network storage is a crucial constituent of this gina.
network trafic volume is much larger compared to the modes!n our study, we investigate the utilization of caches inwire-
with caching. This quantity is used for normalizing the perf less access nodes for increasing performance in terms of EE.
mance results of other schemes. Since we assume that the ot&€ flexible setup of edge caching to facilitate multimode ne
nodes in the network do not employ caching, the pull operaWorking (conventional or content-centric) is beneficial .
tion implies the transfer of a chunk from the universal seurc The proposed greedy heuristic ENACI algorithm provides an
in that mode. For the best case with = 0.3 ands. = 0.33, energy-dicient cache replacement scheme with relatively low
the network load reduction for BASE, LRU, and ENACI are complexity for ICN based wireless access networks. As &utur
59%, 53%, and 60%, respectively. These results support th¥0rk, we plan to inclu_de a more elaborate energy c_onsumption
envisaged benefit of tfic localization (increasing proximity model for remote retrieval of content from the providerstia t
between the data and the requester) for network and sear 1o Internet. Another potential topic is the analysis for caapige
reduction. Furthermore, the average network loads for BASEAP caching embedded in a more realistic incumbent caching
LRU, and ENACI over the entire range are 48.3%, 55.5%, andnfrastructure.
47.3%, respectively.
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