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6. CONCLUSION

While designing an artificial life system a scale level must be chosen, that is at what level of detail is it desirable to specify the parameters and underlying models of the simulation, and at what level does one wish to observe the resultant behaviors. The study of real living systems has spanned many physical and temporal scales: from molecular level chemical processes that take place in nanoseconds, through cellular level neural processes that take place in milliseconds, to global evolutionary processes occurring over geological time scales. Designing an artificial life world in computers brings some limits caused from the computational power of the computers. It is not feasible to model the world with chemical processes and expect to observe global evolutionary processes.

In this thesis we have designed an artificial life world and tried to create a real-life like environment in the ecological level. We have determined the type of agents and the simple interaction styles between them. Predefined behavior models of the individual agents are complex enough to crate an artificial world simulation at the ecological level, and simple enough to allow emergence of the complex behavior patterns.

Beside the physiological attributes of the agents we paid special attention to the control mechanisms of the organisms, which are brains. For the architecture of the brains we tested different types of artificial neural networks, with different parameters. We presented the results of this experiments. These results showed us how the parameters of the artificial neural networks can change the outputs we get from them.


In this work we met our primary goal of reaching complex behaviors from simple primitive behaviors. As stated in section 5.3 we have observed agents with some complex behaviors evolved from the simple behaviors using the sense mechanism of the agents and the natural selection on their neural systems. They evolve from simple behaviors with random mutations and crossovers. In nature this much evolution can take millions of years but with computer simulations, we can reach the same evolution levels in minutes. But there is an important point here that we should not forgot: the reason that allow us to reach these levels of evolution in these short times is defining some primitive behaviors and properties. These primitive behaviors evolution from the very low level chemical processes is out of scope with today’s computing powers.


We developed some encoding techniques for the artificial networks and a new version of Hebbian learning rule. These encoding techniques were tested with the genetic algorithms and two different evolutionary learning algorithms were applied onto them. And finally the results of these experiments were presented.


With this work we were able to develop an artificial world that consist of organisms with some complex, real-life like behaviors. But the question “can we create the life artificially?” is still an unanswered question.

6.1.  Future Work

Although we have achieved some complex behaviors with the designed artificial world, some extensions or modifications to these world and the habitants of the world may be done.

One future modification of the world may be adding barriers. All the experiments were done on a flat world without any borders or edges. Some other complex behaviors may emerge by adding barriers to the world. Also barriers may cause genetic variation across different areas of the world.

One important future work might be experimenting indirect encoding techniques with the ANN brains of the agents. The encoding techniques developed and used in this work are all the variants of direct techniques. Indirect encoding is considered more biologically motivated than the direct encoding by many researchers, because it recent studies show that the genetic information of the real living organisms can not represent the whole structure of their neural systems. With the use of indirect encoding evolving different sized neural networks will be easier and this may lead good results.

Another important extension might be encoding more than just the neural architecture into the genes of the agents. For example physical attributes of the agents can be encoded into the genes and they may evolve with the current evolution mechanism. Other important information that can be encoded into the genes is the parameters of the ANN brains. For example some learning algorithms may be encoded into the genes and allow the agents evolve the most effective learning algorithm rather than assuming it to be Hebbian.










































































































