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5. EXPERIMENTS and RESULTS

Many experiments with different configurations of the world were done. The configurations and result of these experiments are presented in this section.

The main properties instrumented for different simulations are the properties of ANN brains. Architecture of the ANN brain, number of neurons in the networks, learning rate, cross over rate, number of cross over points, range of connection weights and slope of the activation function are the main parameters that are tuned to get more intelligent or more fit agents.

Other properties of the world are also examined such as the size of the world, number and the food value of the plants, decay rate of the plants and dead agents, number of minimum agents for the duration of controlled simulation, rate of the energy passed to child from the parents.

Simulations first run for a definite step number of time in a controlled period. That is the minimum numbers of the agents are preserved externally. In this controlled period, when a type of agent population size decreases below a predetermined value a new agent of that type is inserted into the world. This agent is a mutated copy of another agent chosen among the living agents of the world. An elitist strategy is used here that the fittest agent according to the fitness function is chosen. But that agent’s genes are changed slightly with the mutation operator. The mutation operator is the one used for the reproduction process. This controlled period is usually set as 10000 time steps. It is experimented that generally this much time is enough for a simulation to produce fit enough agents to continue the simulation successfully. Successfully here means that agents are able to sustain the populations existence. After that controlled period the agents are expected to keep the population size at a certain level by sustaining their lives and producing new agents for the place of dead agents by mating.

The fitness function mentioned above is a function that rates the agents for their actions. In each step of the simulation agents are assigned with their fitness scores. This score is updated at each step according to the action done by the agent. Actions are graded with positive points, but at each time step all the agents loose some predefined default fitness points. If their actions are not good enough to gain them enough points they may be scored with points under zero. Newborn agents are initialized with zero fitness point. This scheme was chosen because it does not promotes the agents that come to world earlier and gather a few fitness points against the newborn agents that couldn’t find the opportunity to gather fitness points but actually more fit than that older ones. 

Fitness points for the actions can be defined distinctly for different simulations. Generally eating is the action with the most fitness points. Changing direction of movement is the second most awarded action. This is because changing the direction of movement means a respond to the inputs. We want the agents use the vision information provided them as the inputs to their ANN brain. Only the agents, which respond to the vision information, can develop complex behaviors. So changing direction of movement is awarded very much. And the results of this have observed by many simulations that more complex behaviors emerged when the fitness score of the change of direction was high. Next high-awarded action is mating. Since mating is one of the key points of evolution it is also awarded high. Moving comes after the mating. Moving is awarded because we do not want agents waiting just where they are. But it is awarded less than the other actions because simply moving does not mean very much. It is better than not moving but does not make agents live more.

5.1.  Effects of ANN Parameters

5.1.1.  Number of Neurons

Since the numbers of input and output neurons are constant, only number of internal neurons is specifiable. Simulations were done using the ANN architectures presented in section 4.2. For the simulations that used the strictly layered architecture of the section 4.2.1 not just the number of internal neurons but the number of hidden layers and the number of neurons in each hidden layer is specifiable. For the other architectures number of internal neurons is the only constant information that is defined before the simulation. For these architectures the structure of the connections is determined randomly at the beginning of the simulation and changes by the evolution of the ANN.

The simulations have showed us that the increasing the number of neurons does not increase the success of the agents; in the contrary it decreases their success if the number is very high. In many simulations it is observed that when the number of internal neurons were between eight and 40 good breeds are achieved. In fact observations of the strictly layered network architecture showed that with just two hidden layers and 10 to 20 total internal neurons in that layers resulted better than the architectures with more hidden layers and more neurons. These results are of course not very accurate because of the randomness of the simulations. Each simulation starts with agents created randomly. Their brains are constructed with random connections and weights. This can affect the results of two simulations very much although they have started with the same initial parameters. Figure 5.1 shows the architecture of a successful agent’s ANN brain evolved in one of the simulations. It had only eight internal neurons but had performed very well. In the figure instead of existent connections, non-existent connections are shown by the arrows because of the extensive number of the connections. There is no connection between input neurons and no connections between output neurons. These are not shown in the figure.


Figure 5.1 Architecture of an ANN. Arrows shows the non-existent connections

5.1.2.  Connection Probability between Neurons

Connection probability between neurons parameter is used by the dynamic architectures presented in section 4.2. It is used when the ANN neural networks brains of the agents are constructed. With the probability of this parameter existence of a connection between two neurons is determined. If the probability is defined high then the neurons of the ANN will be more connected.

Experiments on this parameter did not give detailed clues. When the probability is between 0.3 and 0.8 there were no big differences in the results. But the values out of that range affected the agents learning ability. Especially lower values affected the agent behaviors much. The main reason of this parameter’s low effect is that with the mutation operator used at reproduction and the controlled simulation period new connections can occur and the investigations of the agents show that they frequently occur.

5.1.3. Learning Rate

Learning rate parameter is used in the learning function as described in section 4.3. Learning function is used to strengthen the weights of the connections in the appropriate direction. If the learning rate is high then network learns the input pattern faster. If the rate is too high than weights may be updated beyond the optimal value. If it is too small then network can’t learn input patterns because of the differentiation of the input in each time step. It is observed that if the learning rate is between 0.05 and 0.3 agents can learn and stabilize their behaviors effectively.

5.1.4.  Learning by Evolution Technique 

Two types of long-term learning technique used in the experiments: Lamarckian and Darwinian. With Lamarckian learning technique agent’s genes are updated while the agent learns during its life. During reproduction child’s genes are constructed by using its parent’s updated genes. With this kind of learning parents can transfer the knowledge they gain during their lives to their children. But with Darwinian learning technique the knowledge gained during ones life does not affect the genes. So during reproduction child cannot take the parents knowledge by gene transfer.

The ANN architectures described in section 4.2 was used with both techniques to observe the differences in the results. As expected, Lamarckian learning bested the Darwinian learning clearly. Darwinian learning technique needs much more training time than the Lamarckian because agents have to learn everything from the beginning when they born. With Lamarckian learning technique, learning during lifetime directly affects the evolution. But this is not very natural; instead Darwinian learning is the most natural one. And Darwinian learning also can affect the evolution indirectly as described by the famous Baldwin effect [33]. The idea behind the Baldwin effect is that if learning helps survival, than organisms best able to learn will have the most offspring and increase the frequency of the genes responsible for learning. Then this can lead indirectly to a genetic encoding of a trait that originally had to be learned.

5.1.5.  Connection Weight Range

Connection weight range is range of weights initially assigned to the connections of the ANN. Initially weight values are randomly assigned to the connections from this range. This parameter directly affects the output of the activation functions and consecutively output of the ANN. The activation function used in the ANN is sigmoid function as stated before and the output of this function is between zero and one. If the range is too big than the outputs of the ANN become too near the one or zero. If the range is small than the outputs becomes near to 0.5. This parameter works closely with the slope modifier of the sigmoid function. If the slope modifier is small then the slope of the sigmoid function becomes small. If the slope is small activation values of the neurons comes closer to the 0.5. These parameters must be defined properly to get more useful outputs from the network. Observations showed that weight range of [-3,3] is good with the slope modifier value of 0.2 to 0.4.

5.1.6.  Crossover Rate and Points

Crossover rate defines the probability of a crossover happens during a reproduction. “Crossover points” defines the maximum number of crossovers that can happen during a reproduction. Use of crossover can sometimes destructs the functional blocks of the ANNs.

Although in this work neurons with their input connections are considered as functional units and not destructed by the crossover operator, exact functional units of the ANN cannot be known. ANNs are a kind of black box and the internal workings of them are not known so it is best to keep crossover rate and crossover points low. In the experiments crossover rate was selected from the range [0.0,0.2] and generally worked well. Crossover is started with the genes of the agent, who started the mating. And it is plausible that the agent who started the mating may be fitter than the other agent. With this in mind crossover points were chosen as small even numbers. Because if the number is even and small child’s genes which starts with its active parent’s also finishes with the same parent’s genes. This will make the child’s genes big part come from its active parent. Generally two or four is used as the crossover points in the simulations.

5.1.7.  Mutation Rate

Mutation rate parameter is used while reproduction takes place and along the controlled simulation period when a copy of fittest agent is inserted to the world as stated before. It determines the probability of a gene is mutated or not. If this parameter is too high than the child’s genes are mutated so much that it lost the characteristics of its parents. This may lead to the loss of valuable information, which has gathered for generations. If mutation rate is so small than the genetic discrepancy will be minimum among the individuals of the population and evolution will be too slow. It is important to find an optimal value for this parameter to reach the successful populations in a reasonable time. We got the best results when we chose the mutation rate from the range [0.05,0.2] in the experiments.

5.2.  Effects of World Parameters

Several simulations were done with the different configurations of the world. The first configuration was consisting of only one type of agents: preys. When the world consists of only preys and plants, preys could adapt to the environment faster and better. They could develop better foraging abilities, since no predator was trying to eat them. And predators’ nonexistence made the vision information clearer. Vision’s clearance made the preys learn more easily.

Another instrumentation was decreasing the types of objects that agents can see. When preys vision information was filtered from the preys, that means they could not see the other preys, they began to develop more complex behaviors especially foraging. When the same thing was applied to the predators, that means they could not see the other predators, they also began to develop better chasing behaviors.

Another group parameters instrumented extensively were the energy transfer parameters. Energy costs of each primitive action and transfer of the parents’ energies to the newborn child was tested with different values. Other important parameters tested were the fitness points of the actions. This fitness points were used in the controlled simulation period as stated before. 

5.3. Behavioral Results

During the long simulations some complex behaviors were observed. These behaviors had emerged in a number of simulations so that they are stable behaviors. 

The first behavior occurs when there are plenty of plants in the world. The agents always go straight ahead and eat the food they find and mate with other agents they meet. Since there is plenty of food agents can sustain their lives by finding enough food while running without stopping. 


Another emergent complex behavior is a circular motion behavior. Agents always move in a circular direction, not going far away from their place and waiting for a plant to come near them. Since number of plants is constant in the world when a plant dies another one is inserted into the world at a random place. If again there is plentiful food in the world preys can sustain their lives when the plants occur near them. If preys can sustain their lives, predators can sustain their lives too. Because the predators eat preys their lives absolutely depend on the prey population.


Another and the most complex behavior is the foraging agents. In many simulations preys were able to generate foraging abilities. When they see a plant they turn their directions through the plant. With this action they continually get near to the plant by making circles around it in worst case, or in better cases they directly go on to the plant. The same behavior was also observed from the predators but less frequently. They developed behaviors of finding still preys and chasing the moving ones up to some level.
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