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ABSTRACT

In this paper, we present statistical information about the structure and the usage of Turkish. Statistical data analysis is divided into two groups: static data analysis and dynamic data analysis. The former one takes into account all the parts of the structure of the language, while the latter one concerns with the daily usage. The results obtained from statistical analysis can give important information about the language as a whole and can help the researchers to develop computerized language applications. The research in this paper is based on a language analysis tool developed previously.

I. INTRODUCTION

In this paper, we will present statistical information about the structure and the usage of Turkish in daily life. Turkish belongs to the group of agglutinative languages and Turkish morphology is quite complex and includes many exceptional cases. For a long time, the research has concentrated on languages, mainly English, whose morphological structures were relatively simple. As the work on agglutinative languages has begun, it became clear that a straightforward analysis was not enough to solve the problems of these languages. This fact has forced the researchers to generate new techniques and to adapt the old techniques that had been widely used in other fields of natural language processing for the morphological analysis. So, a substantial increase in the research for agglutinative morphology has been observed [1,2,3,4,5,6].

The study on the analysis of Turkish forms the base of the research in this paper. We can group the statistical data analysis in two categories: analysis on static data and analysis on dynamic data. The former one takes into account all the parts of the structure of the language (the words, the affixes, the grammatical rules of the language, etc.). The latter one concerns with the daily usage of the language. The main function of these both type of data is two-fold: First, it serves to know the statistics about Turkish. It is not possible to find this kind of data on grammar books or on other references. The statistics gives us information on how the language is used in daily life and how these structures and rules are utilized. Second, it serves as a base for the researchers who intend to develop language applications, e.g. spelling checkers or electronic dictionaries. The data contains many useful information for this purpose. For example, by looking at the statistics for the lexicon, one can design suitable data structures to store the lexicon.

II. THE UNDERLYING LANGUAGE ANALYSIS TOOL
The results that will be presented were mainly obtained based on a software about the analysis of Turkish [1]. The aim of the research underlying the software was to analyze the morphological structure of the language and to design and implement a spelling checker program. The morphological structure is divided into two interrelated parts: morphotactic rules and morphophonemic rules. The morphotactic rules have been represented as an Augmented Transition Network (ATN) [7,8,9]. The characteristics of the language have been incorporated in the morphophonemic rules. All the morphophonemic rules of the language have been extracted and they have been described using a uniform representation schema. These rules accompany the network as rules that are activated when transitions between the states occur. Combinations of state transitions in the network and the rules form the structure of a morphological parser for Turkish.

The spelling checker program has two lexicons. The root word lexicon holds the words in their root forms, i.e. stripped off the suffixes. It is formed from [10] which is the main spelling guide, and [11,12] which are the main Turkish dictionaries. The first one has served as the basic reference. The lexicon is stored as two parts for the program: The first one is the main lexicon which contains approximately 21,000 entries, and the second one is for the proper nouns which contains almost 10,000 entries. The suffix lexicon contains approximately 200 suffixes. In Turkish, most of the suffixes have several allomorphs (a single suffix can have up to 24 allomorphs). The suffix lexicon contains only one form of each suffix; the allomorph that must be used in a particular case is determined by the rules. We can divide the suffixes into two parts: inflectional suffixes and derivational suffixes. Turkish morphology is quite rich in the number of suffixes, especially the derivational ones. The suffix lexicon has been built after a detailed research  [13,14]. In addition to the grammar books, the root word lexicons have also been consulted in order to extract the suffixes that are rarely used and not mentioned in grammar books.

III. STATISTICAL DATA BASED ON STATIC LANGUAGE ELEMENTS

Analysis on static data concerns with the structure of the language. The structure is formed of from the words of the language, the affixes that are used in building new words, the morphophonemic rules, the rules for the syllabification process, and so on. We refer to these as static language elements since they do not change from day to day. In what follows, the static data analysis is divided into three categories: root word statistics, rule statistics, and suffix statistics.

Root word statistics refers to the statistical data collected solely from the root word lexicon. The root word lexicon contains, for each root word, the following information: the word and a list of the categories that the word possesses. Some of the results are:

( The number of root words in the lexicon is 31,255.

( Some of the mostly used word categories are: noun (47.68%), proper noun (33.09%), adjective (10.44%), verb (3.37%), and adverb (2.44%). Almost 90% of the root words belong to the three categories noun, proper noun, and adjective.

( The initial letter distribution of words is as follows (for the top 5 entries): 9.84% of the words begin with the letter ‘k’, 8.10% with ‘a’, 7.95% with ‘m’, 7.51% with ‘t’, and 7.47% with ‘s’.

( The word length distribution is as follows (for the top 5 entries): 21.62% of the words have a length of 5 characters, 20.29% of 6, 16.08% of 7, 12.83% of 8, and 8.49% of 4. The average length for Turkish root words is 6.60.

( The mostly used letter in Turkish root words is ‘a’ with a percentage of 13.16. The top 5 entries are as follows: ‘a’ (13.16%), ‘e’ (8.71%), ‘i’ (6.92%), ‘r’ (6.65%), and ‘n’ (5.90%). Mostly occurring three letters are unrounded vowels.

Rule statistics refers to the statistical information about the rules of the language. Because of the complexity of its morphological structure, there are a large number of rules that are used in Turkish. Since the definition and explanation of these rules necessitate a great deal of information about the language, we will include here only a few results without delving into the underlying theory. The proper nouns were excluded while performing analysis about rule statistics. The results are presented below:

( The most well-known rule of Turkish is the primary vowel harmony rule. The number of root words that obey this rule is 12,565 and that do not obey is 8,807. Out of this second figure, more than 7,000 are noun and more than 1,000 are adjective.

( The last letter rule is: No root words end in the consonants {b,c,d,g}. 140 root words do not obey, 110 of which are nouns.

( There is an interesting rule for verbs which is utilized during the affixation process: If the last letter of the root word is a vowel and the first letter of the suffix is ‘y’, then the last letter of the word is replaced by ‘i’ before the suffix is affixed to the word. There are only two verbs in Turkish which are subject to this rule: de (to  say) and ye (to eat). Hence this rule is not referred to as a rule by itself in grammar books; instead it is treated as an exceptional case.

Suffix statistics refers to the statistical data collected solely from the suffix lexicon. The suffix lexicon contains, for each suffix, the following information: the suffix, the source category of the suffix (the category of the words that the suffix can be affixed to), the destination category of the suffix (the category of the word after the suffix is affixed to), and the type of the suffix (inflectional or derivational). A suffix has as many occurrences in the lexicon as the number of its source and destination category combinations.

( The number of suffixes in the suffix lexicon is 199. 57 of the suffixes are inflectional and 158 are derivational. Note that the total of these two figures is greater than the number of the suffixes since some of the suffixes function both as an inflectional suffix and as a derivational suffix depending on the source and destination categories.

( The distribution of suffixes to source categories is as follows: 42.11% are affixed to verbs, 34.59% to nouns, 10.53% to numbers, 5.26% to adjectives, 4.51% to proper nouns, 2.26% to adverbs, 0.37% to interjections, and 0.37% to pronouns.

( The length of the suffixes changes from one to seven. The distribution of suffix lengths is as follows: 30.65% have a length of three characters, 20.60% of two characters, 18.09% of four characters, 17.59% of five characters, 8.04% of six characters, 3.52% of one character, and 1.51% of seven characters. The average suffix length is 3.56.

IV. CORPUS STATISTICS

This section is devoted to the presentation of statistical information about the usage of Turkish language. The method that we employ is to run a spelling checker program on a corpus and record the output of the program. The spelling checker program that we utilize was explained briefly in Section 2. The source code of the program was written in Pascal. The program also includes a spelling corrector component. The interested reader should consult to [1,15] for the underlying theoretical study and the detailed explanation.

The program has been run on a corpus of about 2,200,000 words of different topics. The sources are several newspapers and periodicals (including all types of news), and three novels. It is obvious that the statistics will reflect the real usage more clearly as the size of the input data increases. This requires the necessity of developing comprehensive corpora which will serve as a benchmark for any natural language processing in Turkish.

The general statistical figures about the corpus are given below with explanations for some of them:

a) Number of words is 2,203,787.

b) Number of distinct words is 200,120. All occurrences of a word are regarded as a single occurrence.

c) Average word usage is 11.01. How many times, on the average, each word is used. It is obtained by the formula “a/b”.

d) Number of successful parses is 2,008,145. Number of words that the spelling checker program had been able to parse. They either are root words that take place in the root word lexicon or can be derived from the root words with the application of the morphotactic and morphophonemic rules.

e) Number of unsuccessful parses is 195,642. Number of words that the spelling checker program was unable to parse and marked as grammatically wrong. It is obtained by the formula “a-d”. Depending on the program used, these may either be grammatically wrong words as indicated by the program or be grammatically correct words but were outside the capacity of the program. The major reason of this second kind of unsuccessful parses, as also encountered by the program used in this research, is the proper nouns that are not included in the lexicon. The number of proper nouns is huge and beyond the capacity of any lexicon.

f) Number of distinct roots is 11,806.

g) Average root usage is 170.10. How many times, on the average, each root word is used in the corpus. It is obtained by the formula “d/f”.

h) Percentage of lexicon usage is 37.77. What percentage of the root word lexicon is utilized by the corpus. It is obtained by the formula “f / number of root words in the lexicon * 100”. The number of root words is 31,255 (see Section 3). We must note that since the contents of the lexicons differ slightly, this figure yields different numbers for different spelling checker programs.

i) Number of affixed words is 1,026,095. Number of words in the corpus that are affixed with at least one suffix.

j) Number of unaffixed words is 982,050. It is obtained by the formula “d-i”.

k) Number of words that don’t change category is 1,568,741. Number of words whose initial category and final category are the same. This number is always greater than or equal to the number shown in part j.

l) Number of words that change category is 439,404. It is obtained by the formula “d-k”. In a similar way, this number is always less than or equal to the one shown in part i.

m) Minimum word length is 1. Length of the shortest word. It is obvious that for almost every corpus this number evaluates to one.

n) Maximum word length is 25. Length of the longest word.

o) Average word length is 6.13. Average length of the words contained in the corpus. This is an important figure as it is an indication of the word lengths used in daily life.

p) Minimum root length is 1. Length of the shortest root word.

q) Maximum root length is 16. Length of the longest root word.

r) Average root length is 4.03. Average length of the root words contained in the corpus.

s) Minimum number of suffixes is 0. Least number of suffixes that are affixed to a word in the corpus. Obviously, it evaluates to zero for almost every corpus.

t) Maximum number of suffixes is 8. At most how many suffixes are affixed to a word in the corpus. For agglutinative languages, theoretically there is no upper limit in the number of affixations. And it is not unusual to find words formed of ten or more suffixes in texts. This is the basic point that distinguishes agglutinative and non-agglutinative languages.

u) Average number of suffixes for all words is 0.94. Number of suffixes that are affixed to a word on the average. It is obtained by considering all the successfully parsed words (part d).

v) Average number of suffixes for affixed words is 1.85. Number of suffixes that are affixed to a word on the average. It is obtained by considering only the affixed words (part i).

w) Minimum suffix length is 1. Length of the shortest suffix that is utilized in the corpus. It evaluates to one for almost every corpus since there are several suffixes of length one in Turkish.

x) Maximum suffix length is 7. Length of the longest suffix that is utilized in the corpus. This number is less than or equal to the maximum suffix length which is 7 (see Section 3). Being less than this number implies that the longer suffixes are not used in corpus.

y) Average suffix length is 2.44. Average length of the suffixes in the corpus. An interesting result that can be obtained is the following: The average root word length plus the average number of suffixes multiplied by the average suffix length yields more or less the average word length. Stated in another way, (r + u * y) is more or less equal to o.

Some of the other statistical figures obtained by the analysis are as follows: The most frequently used words are bir (2.24%), ve (1.92%), bu (1.11%). The most frequently used roots are bir (2.40%), ve (1.92%), ol (1.81%). The most frequently used suffixes are -ın (11.89%), -sı (11.69%), -lar (8.90%). The longest words are: gerçekleştirilebileceğini, gerçekleştirilemeyeceğini, anlamlandırabiliyordunuz. The longest roots are: allahaısmarladık, egzistansiyalist, gastroenteroloji.

V. CONCLUSION

In this paper, we presented some statistical results about Turkish language. The analysis was divided into two parts: static data analysis and dynamic data analysis. In the first one, only the static parts of the language, i.e. its structure, were taken into account. Some useful statistics about the general characteristics of the language were obtained. The dynamic data analysis makes explicit how native speakers actually use the language. The method that we employed was forming a corpus of real data, giving it  as  input to a spelling checker, and analyzing the output of the program. Because of its agglutinative nature,  it  does not make sense to use a raw corpus in a language like Turkish; it should first be subjected to a morphological analyzer. From the dynamic analysis in this research, we obtained results such as about one-third of the words in the lexicon is utilized by people, about half of the words are used in root form, at most eight suffixes are attached to words.

In natural language processing applications, there is a new tendency in making use of statistical methods. The idea underlying this approach is observing how the language is actually used and drawing conclusions, instead of trying to formalize the language. The results given in this paper can be extended on this line. Of course, the syntax and the semantics should also be taken into account in addition to the morphology.
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