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Abstract

We propose anti-spam filtering methods for agglutinative languages in general and for Turkish in particular. The

methods are dynamic and are based on Artificial Neural Networks (ANN) and Bayesian Networks. The developed

algorithms are user-specific and adapt themselves with the characteristics of the incoming e-mails. The algorithms have

two main components. The first one deals with the morphology of the words and the second one classifies the e-mails by

using the roots of the words extracted by the morphological analysis. Two ANN structures, single layer perceptron and

multi-layer perceptron, are considered and the inputs to the networks are determined using binary model and probabi-

listic model. Similarly, for Bayesian classification, three different approaches are employed: binary model, probabilistic

model, and advanced probabilistic model. In the experiments, a total of 750 e-mails (410 spam and 340 normal) were

used and a success rate of about 90% was achieved.

� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

In the past few years, internet technology has

affected our daily communication style in a radical

way. The electronic mail (e-mail) concept is used

extensively for communication nowadays. This
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technology makes it possible to communicate with
many people simultaneously in a very easy and

cheap way. But, many e-mails are received by users

without their desire. Spam mail (or, junk mail or

bulk mail) is the general name used to denote these

types of e-mail. Spam mails, by definition, are the

electronic messages posted blindly to thousands of

recipients usually for advertisement.

As time goes on, much more percentage of the
e-mails is treated as spam and this increases the

seriousness of the problem. In 1998, Canor and
ed.
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LaMacchia found that about 10% of the incoming

e-mails to the network was spam. As a result of

another study, American Online (AOL) has stated

that it has received 1.8 million spam mails until

precautions have been taken (NISCC Quarterly
Review, January–March, 2003). According to a re-

search performed by Symantec in 2002, 63% of the

people receive over 50 spam mails per week while

37% of them receive over 1000; 65% waste at least

10min for spam messages daily while 24% waste

over 20min (http://www.turk.internet.com).

Many methods have been proposed to solve this

problem, but they are not completely satisfactory.
We can group them into two broad categories: sta-

tic methods and dynamic methods. Static methods

base their spam mail identification on a predefined

address list. For instance, the mail server ‘‘hot-

mail’’ allows a person to receive an e-mail only if

his/her address is one of the recipient addresses;

otherwise the server treats the e-mail as spam.

Needless to say, most spam mails pass this test
and some important mails are treated as spam.

Also, some servers try to collect addresses which

are reported as spammers (people who send spam

messages) and treat the e-mails coming from them

as spam. However, spammers are all aware of

most of these methods. All these solutions lack

the dynamic structure of the problem, which

highly limits their effectiveness.
Some more complex approaches are dynamic in

nature. They take the contents of the e-mails into

consideration and adapt their spam filtering deci-

sions with respect to these contents. Most of them

use general text categorization techniques by

implementing machine learning methods. Naive

Bayesian algorithms have been used by training a

classifier on manually categorized normal and
spam mails (e.g. Androutsopoulos et al., 2000;

McCallum and Nigam, 1998; Sanchez et al.,

2002). Cross-validation was performed for decreas-

ing random variation. Some important issues like

increasing training size, lemmatization, and stop-

lists were covered in these studies and successful re-

sults were obtained for filtering English spam

mails. A detailed study on probabilistic model of
information retrieval in document classification

has also been performed with different complexity

measures (Jones et al., 2000a,b).
Rule based systems were used for automatic dis-

covery of classification patterns (e.g. Apte et al.,

1994). Some specific rule learning methods (ripper,

tf-idf) were also discussed and remarkable results

were achieved (e.g. Cohen, 1996). For instance, it
was understood that much of the learning took

place with around only 200 examples in filtering

English spam mails. Neural networks were em-

ployed for web content filtering, which is a special

domain of text categorization (Lee et al., 2002).

Lewis proposed a model of feature selection and

extraction for categorization (Lewis, 1992; Lewis

and Croft, 1990). The optimal feature set size for
word-based indexing was found to be 10–15

(which was surprisingly low) despite the large

training sets. Dagan proposed a model for text

categorization based on mistake driven learning

(Dagan et al., 1997). This method used words in

a probabilistic model for the formation of feature

vectors rather than binary model. This was done

to tolerate the length variation of documents and
significant success was achieved.

The aim of this paper is to propose dynamic

anti-spam filtering methods for Turkish that are

based on Artificial Neural Network (ANN) and

Bayesian Network. We develop several algorithms

by changing the topologies of the networks and by

adjusting some parameters, and we compare their

success rates. The research in this paper is directed
towards agglutinative languages in general and

Turkish in particular. As already mentioned, dy-

namic methods are currently being applied to lan-

guages like English with quite success. However,

there are no studies on Turkish, which has a highly

complex morphological structure. In this study, we

take the special characteristics of Turkish into ac-

count, propose solutions for them, and develop
adaptive anti-spam filtering algorithms for the

language.

In order to classify e-mails, first a data set con-

taining examples of spam mails and normal mails

is compiled. The content of each e-mail example

is analyzed, some features of the text are identified,

and these features are mapped to a vector space.

For instance, the features used for classification
may be some selected words, which is the case

here. These words are represented with a vector

whose each element corresponds to a particular

http://http://www.turk.internet.com
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word and indicates whether that word occurs or

not in the text or the number of times it occurs.

Provided that sufficient number of e-mails are ana-

lyzed in this manner, the results will be an indica-

tion of how probable these words appear in spam
mails and in normal mails. Then a new e-mail can

be classified as spam or normal according to these

statistics.

In the classification process for agglutinative

languages, it is obvious that the features cannot

be the surface forms of the words. Different sur-

face forms correspond to a single root form and

since they all denote the same concept, the root
form should be used as the classifier. Thus, the

root words in an e-mail message must be identified

before processing it with the learning modules.

The paper is organized as follows: Section 2

discusses the morphological analysis of the

e-mails and the data set used in this research.

In Sections 3 and 4, we explain the algorithms

based on ANN and Bayesian Network, respec-
tively, developed for the classification of e-mails.

Section 5 covers the details and the results of

the experiments. The last section is for the

conclusions.
2. Morphology module and data set

2.1. Morphology module

The anti-spam filtering system described in this

paper is composed of two modules: Morphology

Module (MM) and Learning Module (LM). A

Turkish morphological analysis program was pre-

pared based on a research on Turkish morphology

(Güngör, 1995). Turkish is an agglutinative lan-
guage––given a word in its root form, we can de-

rive a new word by adding an affix (usually a

suffix) to this root form, then derive another word

by adding another affix to this new word, and so

on. This iteration process may continue several

levels. A single word in an agglutinative language

may correspond to a phrase made up of several

words in a non-agglutinative language. This makes
the language more complex than non-agglutinative

languages like English (Kornfilt, 1997; Lewis,

2002).
Besides the morphological complexity, another

important issue that must be dealt with is the use

of special Turkish characters (�ç�,�ğ�,�ı�,�ö�,�+�,�ü�).
These characters may not be supported in some

keyboards and in message transfer protocols; thus
people frequently use their ‘‘English-versions’’

(�c�,�g�,�i�,�o�,�s�,�u�, respectively) instead of the cor-
rect forms. In this study, all possible variations

in a given word are examined until an acceptable

Turkish word is found. For example, if the word

kıtabım (the correct form is kıtabım (my book)) ap-

pears in a message, first the word as it appears is

sent to the MM. When the parse fails, the words
kıtabım, kitabım (my book), and kıtabım are

formed and parsed. When the parse succeeds for

one of these surface forms, it is accepted as the cor-

rect word. In this case, the MM signals success for

kıtabım (my book) and outputs kitap (book) as the

root.

2.2. Success rate and time complexity

Success rate refers to the ratio of the words that

can successfully be parsed by the MM over all the

words. We have observed that the module can find

the roots of the words in any text file with a success

over 90%. Most of the words that cannot be

parsed are proper nouns and misspelled words.

For time complexity, actual CPU timings (in sec-
onds) of the program were collected. This was

found to be approximately 6s for an average

length e-mail. The reason of this long processing

time is considering all the possible variations of

special Turkish characters, as explained in the

previous subsection. In order to decrease the

processing time, the variations in each word were

restricted to the most probable ones by exploiting
the morphological nature of the language. In this

way, the processing time was reduced to about

one second for an average length e-mail.

2.3. Data set

The spam and normal mail examples were col-

lected under different e-mail addresses. The num-

bers of spam mails and normal mails used in this

study were 410 and 340, respectively. The size of

the data set may seem small; the main reason is
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that there does not exist a publicly available set of

compiled messages for Turkish and the data set

was built during this study. However, as will be

seen in Section 5, it is sufficient for a text categori-

zation problem having only two opposite output
classes. Also, in our models we used cross-valid-

ation technique (data are shuffled and different

parts are used for training and test in each itera-

tion) which enables to obtain sound results from

the data set (Cohen, 1995).

From these e-mails, two files were created, one

containing all the spam mails and the other con-

taining all the normal mails. The mails were then
parsed by the MM and the root forms of the words

in the mail contents were identified. The module

outputed two files to be processed by the LM, con-

taining the roots of all the words in the spam mails

and the normal mails. In the future, we plan to add

a Microsoft Outlook interface to the system which

will get the mail contents automatically and run

the anti-spam filtering algorithm.
3. Artificial neural network classification

Artificial Neural Network (ANN) is a machine

learning algorithm that is inspired by the way bio-

logical nervous systems, such as the brain, process

information. There are two phases in ANN as in
many other learning algorithms: in the training

phase, a training data set is used to determine

the weight parameters that define the neural

model. The weight of each neuron or each inter-

neuron connection is calculated during this phase.

In the test phase, the trained neural model is used

to process real test patterns and yield classification

results. Knowledge is acquired by the network
through these weights and the values of inputs

(e.g. Bishop, 1995).

Although our task here is classifying the e-mails

into just two classes, the data (e-mail contents) are

noisy (a word may appear in both a spam mail and

a normal mail) and not well-defined (an e-mail can

be considered as spam by some people and as nor-

mal by others). The representation of the data
needs high dimensionality and more importantly,

there is a high variation in the number of active

features in different instances. Thus we considered
ANN as an appropriate environment. ANN is ro-

bust enough to fit a wide range of domains and can

model any high degree exponential problem using

multi-layer perceptrons (Dagan et al., 1997; Lee

et al., 2002). In this research, the standard imple-
mentation of ANN was used subject to two

improvements. The first is using momentum func-

tion while calculating error, which yields more sta-

ble results. The second is weight decaying, in

which the effect of weight errors decays as the iter-

ation goes on, which generally makes the results

more robust to noise (Bishop, 1995). We consid-

ered two types of ANN: Single Layer Perceptron
(SLP) and Multi-layer Perceptron (MLP).
3.1. Determination of the feature vector

In order to determine the root words that will

serve as the features in the classification process,

the concept of mutual information was used (e.g.

Androutsopoulos et al., 2000). The feature vector
can be defined as a group of critical words that

are used in classification of e-mails as spam or

normal. For the formulation of the feature vector,

first the candidate words are identified. In this

study, the candidates for these critical words were

all the words in the training data. The following

formula was used in order to obtain a mutual

information score for each candidate word W:

MIðW Þ ¼
X

w2f0;1g;c2fspam;normalg
P ðW ¼ w;C ¼ cÞ

� log
PðW ¼ w;C ¼ cÞ
P ðW ¼ wÞP ðC ¼ cÞ ð1Þ

where C denotes the class (spam or normal),
P(W = w,C = c) is the probability that the word

W occurs (W = 1) or does not occur (W = 0) in

spam (C = spam) or normal (C = normal) mails,

P(W = w) is the probability that the word W

occurs or not in all e-mails, and P(C = c) is the

probability that an e-mail is spam or normal.

The probabilities were obtained from the example

e-mails in the training set.
A number of words with the highest mutual

information scores were selected to form the fea-

ture vector. We refer to this number as the feature

vector size. The algorithms were executed with dif-
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ferent feature vector sizes. The highest valued

words are most probably the words occurring fre-

quently in one class of e-mails and not so much in

the other. So, these selected words are said to be

the best classifiers for spam and normal mails.

3.2. Values of input nodes in the ANN

After the feature vector size and the root words

that form the feature vector are identified, it is nec-

essary to determine the range of values that each

element of the vector can take. Each vector ele-

ment corresponds to an input node in the ANN.
A message was represented by a vector X =

(x1, x2, . . . , xn), where n is the feature vector size
and xi, 1 6 i 6 n, denotes the value of the ith

word in the feature vector for that message. There

are basically two main approaches in the literature

for value assignments and both were considered in

this research: binary model and probabilistic model

(e.g. Jones et al., 2000a,b). In the binary model, the
problem is whether the word occurs in the text or

not:

xi ¼
1; if ith word of the feature

vector occurs in the e-mail

0; otherwise

8><
>: ð2Þ

This formula does not take the length of the text

and the number of occurrences of the word into

consideration. Thus, when the text is very short

or very long, or when a word occurs several times

in an e-mail, the results may not reflect the real sit-
uation. On the other hand, the probabilistic model

takes these factors into consideration and uses the

following estimation:
xi ¼
Number of occurrences of ith word of the feature vector in the e-mail

Number of all words in the e-mail
ð3Þ
4. Bayesian classification

Bayesian classifier (filter) is a fundamental sta-

tistical approach in machine learning (e.g. Mitchell,
1997). It uses the probability and the costs that

accompany decisions, so it is based on quantifying

the tradeoffs between various classification deci-

sions. Although it is limited in expressive power,

it has a surprisingly good performance in a wide
variety of domains. The standard Naive Bayesian

model is based on the assumption that the inputs

are independent of each other. Bayesian classifica-

tion has been successfully applied to text and

document classification in many studies (Androut-

sopoulos et al., 2000; McCallum andNigam, 1998).

The success of this simple model especially in prob-

lems involving two decision classes comes from the
fact that the output class is estimated just from the

sign of the function estimation and this can be han-

dled using simple mechanisms rather than complex

ones.

In our study, the Bayesian approach was used

as an alternative to the ANN approach in order

to compare their performances for mail classifi-

cation in an agglutinative language. Given an
e-mail, the feature vector X = (x1, x2, . . . , xn) cor-
responding to the e-mail was formed in the same

way as ANN. Let C1 denote the class of spam

mails and C2 the class of normal mails. By making

use of the assumption that the words in the feature

vector are independent of each other and by con-

sidering that the prior probability that an e-mail

belongs to a class is the same for both classes,
the conditional probability that the message be-

longs to class Ci, i = 1, 2, can be written as follows

after some common transformations (e.g. Gama,

2000):

PðCijX Þ 	
Xn

j¼1
logðP ðxjjCiÞÞ ð4Þ
In fact, this formula does not compute a prob-

ability, but rather a score that is sufficient to find

the most suitable class for the input. In other

words, given the feature vector X, we decide that
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the e-mail is spam if P(C1jX) > P(C2jX) and nor-
mal if P(C2jX) > P(C1jX).
P ðCijX Þ ¼
Xn

j¼1

cP ij; if jth word of feature vector occurs in e-mail


P ij; otherwise

�
ð5Þ
4.1. Bayesian models

Eq. (4) is the general form for a Bayesian clas-

sifier. The probabilities on the right-hand side of

the equation are estimated from the training data.

The general approach is trying to fit a well-known

distribution (usually Gaussian distribution) to the

data. However, it was shown that Bayesian classi-
fier exhibited limited performance in some do-

mains and this was due to the additional use of

the unwarranted Gaussian assumption, and not

to the method itself (Domingos and Pazzani,

1997; John and Langley, 1995). In addition, fitting

a distribution to the data is appropriate only when

the attributes are continuous. In the case of spam

mail detection, we have discrete attributes (a word
occurs in an e-mail or not, or the number of times

it occurs) and thus we did not use a distribution

for the data. Instead, we employed summation

and computed the conditional probability (score)

of each class by summing up the individual proba-

bilities (Gama, 2000).
P ðCijX Þ ¼
Xn

j¼1

cðP ijHjÞ; if jth word of feature vector occurs in e-mail


P ij; otherwise

�
ð6Þ
In this study, we used three different models

of Bayesian classification: binary model, prob-

abilistic model, and advanced probabilistic

model. These can be regarded as ‘‘semi-original’’

models based mainly on classical methods of dis-

crete Bayesian filtering. As in the case of ANN,

cross-validation technique was used in these

models.
The binary model is based on whether a word

occurs or not in an e-mail. The score for an e-mail
with a feature vector X belonging to class Ci,

i = 1, 2, was calculated by the formula:
Pij was obtained by dividing the number of

e-mails in class Ci containing the jth word by the

total number of e-mails in class Ci. For instance,

if a word in an e-mail X occurs frequently in

e-mails of class Ci, then it will have a large positive

effect on P(CijX). Likewise, if a word occurs fre-
quently in e-mails of class Ci but does not occur

in the e-mail X, then it will have a large negative
effect on P(CijX). In e-mails, occurrence of an

input word usually indicates a stronger idea for

classifying e-mails than a non-occurrence of

that word. c is the coefficient level which indi-

cates the level of this strength. In this study, c

was taken between 1 and 41 in different runs.

The best results occur when c is between 10 and

30, and the success tends to decrease beyond the
point of 41.

In the probabilistic model, the number of occur-

rences of a word is taken into account. In this case,

the score for an e-mail with a feature vector X

belonging to class Ci, i = 1, 2, was calculated as

follows:
Pij is the total number of occurrences of the

jth word in all e-mails in class Ci divided by the

total number of e-mails in class Ci. Hj is

the number of occurrences of the jth word in this

e-mail.

In the advanced probabilistic model, the length

of the e-mail is also considered. The formula for

the score of an e-mail with a feature vector X
belonging to class Ci, i = 1, 2, was calculated as

follows:



P ðCijX Þ ¼
Xn

j¼1

cðP ijHjÞ=counter; if jth word of feature vector occurs in e-mail


P ij=counter; otherwise

�
ð7Þ
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Pij, c, and Hj are the same as in the previous

model. Counter is the total number of words in

that e-mail.
5. Experiments and results

We have performed five experiments by using
the methods that were discussed in the previous

sections. In an experiment, we first determined

the method (ANN or Bayesian Network) to be

used and the parameters of the method. If ANN

was used in the experiment, the program was exe-

cuted with three different feature vector sizes (10,

40, and 70) and the success rate was obtained as

a function of vector size. For each vector size
(i.e. number of inputs), six runs were performed

to train and test the network. In each run, 5/6 of

the e-mails in the data set (about 340 spam and

280 normal mails) were used for training and the

rest for testing. In this way, different parts of the

whole data set were treated as training and test

examples for each run. The average of the results

in the six runs were then taken as the final results
for that network. The learning coefficient was

taken as 0.1 for ANNs.
Table 1

Success rates and time complexities of algorithms

Algorithm

SLP (binary model + Turkish words + spam words as candidate)

SLP (probabilistic model + Turkish words + spam words as candidat

MLP (probabilistic model + 150 hidden nodes + Turkish words + spa

MLP (probabilistic model + 250 hidden nodes + Turkish words + sp

SLP (probabilistic model + all words (Turkish and non-Turkish) + sp

SLP (probabilistic model + all words (Turkish and non-Turkish) + al

(spam and normal))

SLP (probabilistic model + all words (Turkish and non-Turkish) + al

(spam and normal, spam more weighted))

Bayesian (binary model)

Bayesian (probabilistic model)

Bayesian (advanced probabilistic model)
If Bayesian network was used in the experi-

ment, then the program was executed with a fea-

ture vector size of 70 only and with five different

coefficient levels: 1, 11, 21, 31, and 41. The other

vector sizes 10 and 40 were not used since the

ANN algorithms gave the best results with 70 in-

puts. The success rate was obtained as a function

of coefficient level.
The overall results of the algorithms are sum-

marized in Table 1. The ‘‘success rate’’ column in

the table indicates the score of the best case for

an algorithm. The best case score is found by aver-

aging the success rate of the algorithm with normal

test data and the success rate with spam test data

for each feature vector size (in the case of ANN

methods) or for each coefficient level (in the case
of Bayesian methods), and then taking the highest

average. For instance, the best case for the first

algorithm in Table 1 occurs with a feature vector

size of 40. The success rates for normal and spam

test mails are 90% and 68%, respectively, with 40

inputs (see Fig. 1), and thus the best case score is

79%.

All the algorithms were implemented in Visual
C++ 6.0 under Windows XP, on an Intel Pentium

PC running at 1.6GHz with 256MB RAM.
Success rate Average time (s)

79 1.5

e) 81 4

m words as candidate) 83 19

am words as candidate) 83 >100

am words as candidate) 85 45

l words as candidate 83 46

l words as candidate 86 46

89 46

86 46

84 46
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Fig. 1. Results of ANN algorithms. Success of method with: (a) normal test data; (b) spam test data.
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5.1. Experiment 1

In this experiment, the success of ANN struc-

ture in mail classification task was measured. For

SLP, the two input value assignment models ex-

plained in Section 3.2 were used. The probabilistic
model seemed to achieve more successful results;

so with MLP, only the probabilistic model was

considered. In addition, MLP was implemented

with different numbers of hidden layer nodes.

Thus, four different methods were implemented:

SLP with binary model, SLP with probabilistic

model, MLP with probabilistic model and 150

hidden layer nodes, and MLP with probabilistic
model and 250 hidden layer nodes.

The inputs were selected as the words occurring

frequently in spam mails and seldom in normal

mails by using a special form of Eq. (1):

MIðW Þ ¼ P ðW ¼ 1;C ¼ spamÞ

� log
P ðW ¼ 1;C ¼ spamÞ
P ðW ¼ 1ÞP ðC ¼ spamÞ ð8Þ

The words with the highest mutual information

scores were selected. In this way, the words that
are used frequently in spam mails were biased.

The intuition behind this idea is that such words

are good candidates for filtering. Also, only Turk-

ish words were sent to the LM. This means that

when the root form of a word could not be found

by the MM, the word was not included in the

learning process.

The results are shown in Fig. 1. From this
experiment, we conclude that the optimal number

of inputs is between 40 and 70. With 10 inputs,
success rates are quite low when compared with

other input numbers. This indicates that 10 words

are not enough to classify e-mails. On the other

hand, it seems that the success rates for 40 and

70 inputs are almost the same on the average.

Considering the best cases of these four algo-
rithms, we can conclude that the probabilistic

model achieves slightly better performance (81%)

than the binary model (79%), as expected (Jones

et al., 2000a,b). When compared with SLP algo-

rithms, MLP algorithms give slightly better success

rates only with very large hidden layer node num-

bers. This means high time complexities which

yield inefficient results for such type of a filtering
application. We plan to design a final product

for end-users in the future, so time complexity is

an important measure. Thus, with these results,

SLP with probabilistic model was selected to be

the most efficient among all.
5.2. Experiment 2

Although SLP with probabilistic model seemed

to be the best of the ANN models, the success rates

of the filter were not as high as expected, especially

in spam test runs. To increase these rates, we have

developed some more models to work together

with SLP. The first of these models used the

non-Turkish words in the e-mails in addition to

Turkish words. The surface form of a word was
used when a root form of the word could not be

found by the MM. As shown in Fig. 2, with this

modification, the success rate of the filter has

reached to 85%, which was previously about 81%.
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Fig. 2. Results of SLP algorithms. Success of method with: (a) normal test data; (b) spam test data.
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The main reason of the improvement on success

is the fact that some non-Turkish words (http,

www, com, etc.) are frequently used in Turkish
spam mails while not so much used in normal

mails. Therefore, they can be said to be better

classifiers than most of the Turkish words in the

e-mails.

We also implemented two other models by

improving the selection of the candidates for the

feature vector. In the first experiment, most of

the words in the feature vector were those occur-
ring frequently in spam mails and much less in

normal mails. In the second model of the current

experiment, we changed this policy by also includ-

ing words that occur frequently in normal mails

and much less in spam mails (see Eq. (1)). In the

analysis of spam mails, this approach showed bet-

ter results than the previous one; but, as a surprise,

a decline of success was observed with normal
mails. The best case success rate was 83%. In the

third model, which is an improvement of the sec-

ond model, the probabilities of spam words were
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Fig. 3. Results of Bayesian algorithms. Success of meth
multiplied empirically by 3/2. In this case, an in-

crease in success was observed and this model

has showed the best performance (86%) among
all of the ANN models.

5.3. Experiment 3

In this experiment, the performance of the

Bayesian classification method was analyzed. The

three models described in Section 4.1 were imple-

mented. As in the previous experiment, both Turk-
ish and non-Turkish words were sent to the LM

and both spam and normal words were considered

while forming the feature vector. The results are

shown in Fig. 3. As can be seen in the figure, the

Bayesian approach seems more successful than

ANN, especially with binary model (89% total).

The reason for very low success rates with c = 1

in spam test mails is the fact that most of the input
vector consists of spam words which occur fre-

quently in spam mails and much less in normal

mails. Although an e-mail is said to be spam, only
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a small portion of these spam words occur and

when c = 1, the other spam words that do not

occur in the e-mail usually constitute the majority

over the spam words in that e-mail. For that rea-

son, most of the spam test mails were concluded
as normal with c = 1. This is also the reason of

the decrease in the success rate of normal test data

and the increase of spam test data as the coefficient

level increases.

The overall results of Bayesian filter are more

successful than ANN filter. This is in accordance

with the results in previous studies (e.g. Billsus

and Pazzani, 1996; Cestnik, 1990; Clark and
Niblett, 1989; Kononenko, 1990; Langley et al.,

1992; Sahami, 1996). In all of these, Bayesian algo-

rithms showed better performance than (or at least

the same performance as) other more sophisticated

and complex algorithms (Domingos and Pazzani,

1997;McCallum andNigam, 1998). As stated previ-

ously, for classification tasks where there are a few

decision classes, Bayesian algorithms which base
their decisions on the conditional probabilities for

classes are more appropriate than ANN algorithms

that try to learn an emerging pattern.We also like to

note that although classification accuracy is high in

Bayesian method, this method is not good at regres-

sion (determining the exact value instead of deter-

mining the class corresponding to a range of

values) and more detailed methods like ANN be-
have better in regression problems (Bishop, 1995).

Among the three Bayesian models, the binary

model shows the best performance and the ad-

vanced probabilistic model the worst. This seems

interesting since the simplest model gives the best

results. In order to understand the reason of this

behaviour, we performed other experiments and

tested the models using a wide range of feature
vector sizes from 10 to 500. The binary model is

the best one in the case of a small number of

inputs, but it is outweighed by the probabilistic

model as the number of inputs increases. After a

vector size of 100, the success rate of the binary

model decreases steadily. The same decline occurs

(but more slowly) in probabilistic model after

about 150 inputs and beyond this point it remains
more successful than the binary model. (Past 300–

400 inputs, the success rates of all three models

drop drastically.) The same result was obtained
in some studies which involve comparison of

Naive Bayesian classification models (McCallum

and Nigam, 1998; Sanchez et al., 2002). In another

study related to information retrieval where only

the probabilistic model was used for document
classification, it was stated that increasing the

complexity of the model (e.g. incorporating also

the number of occurrences of words) results in

better performance (Jones et al., 2000a,b). Thus

we conclude that the binary model, despite its sim-

plicity relative to other models, is the most success-

ful one in the case of simple domains and small

dimensionality (e.g. a small feature vector size).
For categorization problems which consist of

diverse subject matters with overlapping vocabu-

laries and which include high dimensionality,

more complex approaches like probabilistic and

advanced probabilistic models yield better results.

When we compare the success rates of the prob-

abilistic model and the advanced probabilistic

model, we observe that the former exhibits better
performance regardless of the number of features.

This may seem counterintuitive since the advanced

probabilistic model can be regarded as a more

powerful model. There exist no studies using such

a model for text categorization in the literature.

We argue that the decline of success in the ad-

vanced probabilistic model is related to the nature

of the problem at hand. The spam mail detection
problem with only two opposite output classes

and with a small text length can be considered as

a relatively simple categorization problem which

does not necessitate sophisticated methods. The

advanced probabilistic model may be expected to

give much more successful results for more compli-

cated tasks in text categorization.

5.4. Experiment 4

Motivated by an interest in understanding the

learning rate of the filtering process, we performed

an experiment by using probabilistic SLP type of

ANN with a feature vector size of 70. In this

experiment, the network was trained and tested

with different numbers of e-mail. Initially, we used
140 e-mails selected randomly from all the e-mails

by preserving the ratio of normal and spam mails.

The execution was done in the same way as other



0

20

40

60

80

100

spam mails normal mails

Types of e-mail

Su
cc

es
s 

%

140
190
250
350
550
750

Fig. 4. Results of SLP algorithm with different numbers of

e-mail.
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ANN executions: Six runs were performed, a dif-
ferent part of the data set containing 5/6 of the

e-mails in the set was used for training in each

run, and the results were averaged. The process

was repeated by increasing the size of the data set.

The results are shown in Fig. 4. We observed

that significant success could be obtained with a

small number of e-mails (90% success with only

190 e-mails). Thus, we understand that much of
the learning takes place with about 100–200 e-

mails which means a rapid learning rate.

5.5. Experiment 5

In order to understand the importance of the

MM, we have designed an experiment where the

MM was excluded and only the LM was used.
Similar to the previous experiment, the model in

this experiment was SLP with probabilistic model.

Fig. 5 shows the results of the implementation.

As can be seen in the figure, with 70 inputs (the

best case), 83% success (90% with spam mails

and 76% with normal mails) was obtained. This
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Fig. 5. Results of SLP algorithm without MM.
rate does not seem so bad, but it is lower than

the previous tests. As discussed before, 86% suc-

cess was achieved with the same data set using

MM module with LM. Thus, we can conclude that

MM is really an essential module for spam filtering
in agglutinative languages.

5.6. Time complexities

Table 1 shows the average time (in seconds) of

each algorithm with both training and test phases.

We see that SLP method where only Turkish

words are considered is the fastest method with
1.5s (binary model) and 4s (probabilistic model).

However, as discussed in the experiments, the

success rate of SLP with Turkish words only is

far below than that of SLP with all words.

When the non-Turkish words are also included,

the processing time increases substantially. But, we

should note that these experiments were run using

750 e-mails. For a user-specific application, the
number of e-mails may be much less. Also, even

with this large number of e-mails, the time is below

one minute, which is a reasonable time for a user

application.
6. Conclusions

In this paper, we proposed several methods for

anti-spam filtering in agglutinative languages. We

implemented algorithms based on these methods

for Turkish and compared their success rates and

time complexities. As far as studies on Turkish

language are considered, the filter developed in this

research is the first one for filtering Turkish spam

mails.
We dealt with two important phases in this

study. In the first one, a morphological analysis

program was prepared based on a previous re-

search. The analyzer extracted the root forms of

the words in 750 e-mails with a success of over

90% and a speed of 3000 words/min. In the second

phase, these root forms were used by the LM for

the classification of e-mails as spam or normal.
ANN and Bayesian filters were employed for this

purpose, which gave about 90% success in filtering

spam mails. The experiments have shown that
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some non-Turkish words that occur frequently in

spam mails (http, www, com, etc.) were better clas-

sifiers than most of the Turkish words. We also ob-

served that most of the words in the feature vectors

were spam words (e.g. reklam (advertisement), pro-
mosyon (promotion), tel (phone)) that appear sel-

dom in normal mails. Some of the few normal

words in the feature vectors were private names like

the name of the recipient or the names of the recip-

ient�s friends. This seems as a useful decision crite-
rion for a user-specific filter; an e-mail including

such names is probably not spam. We also exam-

ined the role of MM in filtering by designing an
experiment in which only LM was used. The de-

cline in the success rate has shown its importance

for agglutinative languages.

In future studies, we plan to improve the algo-

rithms by taking the attachments of the e-mails

(pictures, text files, etc.) into consideration. The

existence and the type of such attachments seem

to give important information for detecting spam
mails. Also, since anti-spam filtering is a sub-

problem of text categorization, the scope of this

research can be extended and the methods devel-

oped can be used for automatic classification of

Turkish texts.
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