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ABSTRACT

In this study, we introduce a catalog-based single-channel
speech-music separation method with the Itakura-Saito (IS)
divergence measure. Previously, we have developed the
catalog-based separation method with the Kullback-Leibler
(KL) divergence. In the probabilistic point of view, IS di-
vergence corresponds to a complex Gaussian observation
model. Comparison of divergence measures or observation
models in speech-music separation task is carried out with
both of catalog-based and traditional Non-Negative Matrix
Factorization (NMF) methods. The separation performance
is compared using Speech-to-Music Ratio (SMR), Speech-
to-Artifact Ratio (SAR) and speech recognition performance
measure via the Word Error Rate (WER). We showed that,
using IS divergence in both of catalog-based or NMF based
speech-music separation methods yields better separation
performance than KL divergence. Moreover, in this study, it
is shown that catalog-based approaches with both divergence
measures outperform traditional NMF based approaches in
speech recognition experiments.

1. INTRODUCTION

Recently automatic speech recognition (ASR) applications
have become popular in broadcast news transcription sys-
tems. One major problem in this sytems is the serious drop
in the performance with the presence of background music,
that is often present in radio and television broadcasts [1, 2].
Therefore, removing the background music is important for
developing robust ASR systems. A real-world ASR solution
should contain a front-end system capable of segmenting and
separating music and speech from incoming audio signals.
The aim of this study is to analyze the performance of the
catalog-based speech-music separation method, that we pro-
posed previously, when it is used as a front-end for an ASR
system.

Many researchers studied single-channel source separa-
tion for mixture of speech from two speakers [3] but there
are a few studies on single-channel speech-music separa-
tion [4, 5]. Model-based approaches are used to separate
sound mixtures that contain the same class of sources such
as speech from different people [6] or music from different
instruments [7]. Raj [5] used the NMF method for compen-
sating of the music signal for an ASR system for the first
time. They showed that NMF-based approaches are capable
of generating enhanced signals that significantly improve the
speech recognition performance.

In previous studies [8, 9, 10], we have introduced a sim-
ple probabilistic model-based approach to separate speech

from music. Unlike other probabilistic approaches, we do
not model the speech in great detail, but instead focus on a
model for the music. The motivation behind our approach
is that, especially in broadcast news, most of the time, the
background music is composed of some repetitive piece of
music, called a ’jingle’. Therefore, we can assume that we
can learn a catalog of these jingles and hope to improve sep-
aration performance.

In our model, the catalog contains the jingles. By using
the music segment of the audio, the jingle identity can be
detected. For this study, we assume, the identity of the jingle
is known as a prior. Each spectrum frame of the music is
generated by a single mixture component, i.e., a jingle frame.
The speech spectrum is generated by an Non-negativeMatrix
Factorization (NMF) model. The observed spectrum is the
sum of the speech and music. Separation is achieved by joint
estimation of the unknown parameters and latent variables of
this hierarchical model.

Unlike the previous studies, we introduced the catalog-
based approach with Itakura-Saito (IS) Divergence and de-
veloped the inference method for this approach. Moreover,
we compare the separation performance with catalog-based
approach with Kullback-Leibler (KL) Divergence, which we
proposed previously [8], in speech-music separation task.
We also compared the separation performance of catalog-
based method with traditional NMF based methods for both
of IS and KL divergences [3, 11]. We evaluate the separation
performances of the methods not only by using the signal
separation measures such as the amount of music suppres-
sion or artifact ratios in the recovered speech signal. But
also, we evaluate the separation performance of the methods
by analyzing the effect of the separation in ASR task.

This paper is organized as follows: in Section 2, we
overview the catalog-based separation method with IS di-
vergence. In section 3, we briefly summarize the NMF
based speech-music separation method. The experimental
results and comparisons are provided in Section 4. Section
5 presents the discussion, conclusions and comments for fur-
ther investigation.

2. CATALOG-BASED SPEECH-MUSIC
SEPARATIONWITH IS DIVERGENCE

In catalog-based speech-music separation framework, it is
assumed that a speech-music segmentation system can par-
tition an incoming audio as speech, music and speech-music
mixture. The background music is composed of the jingles
in the catalog. Which jingle is used to create the background
music can be detected using the music parts of the audio.
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Figure 1: Catalog-Based Speech-Music Separation System
Framework

The framework for this scenario is shown in Figure 1.
Although the speech part of the segmented audio can be
used in the separation phase, in this work we do not use the
speech segment to separate speech from the mixture. Since
we describe the catalog-based method with KL divergence
in the previous studies [8], in this study we will describe the
method for IS divergence.

2.1 Model Description

In this model, we can express each time-frequency entry of
the complex spectrum of the mixture at time t and frequency
bin u as

Xut = Sut +Mut

where S and M represents the complex spectrum of the
speech and music signals, respectively. We assume an NMF
based generative model, which uses a complex Gaussian
observation model [11], for the complex spectrum of the
speech. It is known that the maximization of the likeli-
hood of the complex spectrum of the signal with complex
Gaussian observation model corresponds to minimization of
the Itakura-Saito (IS) divergence between the power spectro-
gram of the signal with its NMF approximation [11].

In this probabilistic model, each time-frequency entry of
the complex spectrum of the speech signal is generated by B
latent complex Gaussian sources as

Sut =
B

∑
i=1

suit .

Each complex Gaussian source is defined as follows:

suit ∼ Nc(suit ;0,UuiVit)

where Nc represents the complex Gaussian distribution and
U and V matrices contain the hyper-parameters of the com-
plex spectrum of the speech signal and also correspond to
template and excitation matrices respectively in NMF model.

In complex Gaussian model, the latent sources are com-
plex Gaussian and they generate the complex spectrum of
the speech signal. Moreover, maximization of the likelihood
of the complex spectrum of the signal with complex gaussian

sources corresponds to minimize the Itakura-Saito (IS) diver-
gence between the power spectrogram of the signal with its
NMF approximation [11] which can be defined as follows:

DIS(|S|
2|U,V ) =∑

ut

(
|Sut |

2

∑iUuiVit
− log

|Sut |
2

∑iUuiVit
− 1)

where |S|2 represents the power spectrogram of the speech
signal.

Complex Gaussian density of the random variable s is
given as

Nc(s;µ ,Σ) = |πΣ|−1 exp(−(s− µ)HΣ−1(s− µ)).

We also use a complex Gaussian observation model in the
generative model of the complex spectrum of the music part
as

Mut = mut |rt ∼ Nc(mut ;0,Cu j fuvt)
[rt= j] (1)

where [rt = j] represents the indicator function, which is 1
when j-th frame of the jingle is used and its value is 0, other-
wise. In Equation (1), Cu j represents the power spectrogram
corresponding to the u-th frequency bin and the j-th frame
of the jingle, fu represents frequency filtering parameter for
frequency bin u and vt represents the gain parameter for time
frame t. The goal is here to model volume changes (fade-
in, fade-out) and filtering (equalization). Each active frame
index is drawn independently from a set of jingle indexes as

rt = j ∈ {1,2, ..,N} with probability π j

where π represents probability distribution on the jingle
frame indexes and N represent the number of frames in the
jingle.

The difference from the speech model is that, the vari-
ance parameter of the complex Gaussian model is chosen
from a power spectrogram of a set of previously obtained
jingle frames. Moreover, a filtering and gain adjustment is
applied to that variance parameter.

The overall graphical model corresponding to the gener-
ation of the mixture of the speech and music signals is shown
in Figure 2. Upper side of the graphical model generates the
complex spectrum of the speech part of the mixture whereas
the lower side generates the complex spectrum of the music
part.

2.2 Inference

After describing the probabilistic model, the appropriate
inference methodology must be developed to estimate the
hyper-parameters of the latent speech and music sources
to be reconstructed. Since the probabilistic model con-
tains the latent sources and hyper-parameters, Expectation-
Maximization approach can be used as an inference method.
Firstly, in E-step, the expectation of the joint log-likelihood
of the latent sources and data under the posterior distribution
of the latent sources must be calculated.

We know, if the observation is the sum of the values of
complex Gaussian sources, the posterior distribution over the
sources given that observation is a complex Gaussian dis-
tribution [11]. Since we have a different gaussian for each
jingle index, j, the overall posterior distribution over hidden
sources is a mixture of gaussian. For each j, the conditional

2813



Vi1 · · · Vit · · · ViT

Uui

sui1 · · · suit · · · suiT

xu1 · · · xut · · · xuT

mu1 · · · mut · · · muT

Θ π r1 · · · rt · · · rT

fu

v1 · · · vt · · · vT

i= 1,2, · · · ,B

u= 1,2, · · · ,F

Figure 2: Graphical Model For Speech-Music Mixture.
posterior of the latent speech and music sources can be writ-
ten as

p(suit |X ,rt) = Nc(s
j
uit ;µ juit ,Σ

j
uit)

p(mut |X ,rt) = Nc(m
j
ut ;µ jut ,Σ

j
ut).

The conditional posterior mean and variance of i-th
speech source and the j-th music source in frequency bin u
and time frame t can be found as

µ juit =
UuiVit

∑hUuhVht +Cu j fuvt
Xut

Σ
j
uit =

UuiVit

∑hUuhVht +Cu j fuvt
(∑
h 6=i

UuhVht+Cu j fuvt)

µ
j
ut =

Cu j fuvt

∑hUuhVht +Cu j fuvt
Xut

Σ
j
ut =

Cu j fuvt

∑hUuhVht +Cu j fuvt
(∑
h

UuhVht)

The conditional marginal expectations of the latent sources
in gaussian model are:

〈|s juit |
2〉= Σ

j
uit + |µ juit |

2

〈|m jut |
2〉= Σ

j
ut + |µ jut |

2
.

The posterior probability of the active jingle index, j, at time
t in gaussian model is:

p(rt = j|X) =
∏utNc(Xut ;0,Cu j fuvt +∑iUuiVit)π j

∑ j∏utNc(Xut ;0,Cu j fuvt +∑iUuiVit)π j
.

The expected value of active jingle frame index rt being
equal to j at time frame t is

〈[rt = j]〉= p(rt = j|X).

After calculating the expectations, we can find out the
model parameters that maximize the likelihood of the data.
Firstly, we compute the hyper-parameters of the speech spec-
trogram, U and V matrices. Each entry of the template vec-
tor matrix in complex Gaussian model,U , and corresponding
excitation matrix of the speech spectrogram, V , can be cal-
culated using the following equations:

Uui =
1

T
∑
t, j

〈[rt = j]〉
〈|s juit |

2〉

Vit

Vit =
1

F
∑
u, j

〈[rt = j]〉
〈|s juit |

2〉

Uui
.

The filtering parameter for each frequency bin, fu, and gain
parameter for each time frame, vt can be found using

fu =
1

T
∑
t, j

〈[rt = j]〉
〈|m

j
ut |

2〉

Cu jvt

vt =
1

F
∑
u, j

〈[rt = j]〉
〈|m jut |

2〉

Cu j fu

where 〈|m jut |〉 similarly represents the expected value of la-
tent music source. After finding the hyper-parameters of
the sources, we can reconstruct the complex spectrum of the
sources using the following equations:

Ŝ= X⊗
UV

UV +CR⊗ ( f v′)

M̂ = X⊗
CR⊗ ( f v′)

UV +CR⊗ ( f v′)

where R contains the posterior probabilities of each active
frame for each time frame t and ⊗ represents the element-
wise multiplication.

3. NMF BASED SPEECH-MUSIC SEPARATION

In NMF based speech-music separation systems, during
training phase, the power or magnitude spectrogram of the
speech and music signals are used to train an NMF model
for each source. For this study, although we assume, we can
obtain the music template as a prior information, we assume
that no training data for the speech signal is available.

In this section, we briefly summarize IS divergence based
speech-music separation in the case of known jingle which is
used template matrix for the music signal. For KL divergence
case, instead of power spectrograms of the sources, magni-
tude spectrograms are used for the separation.

The template and excitation matrices can be calculated
via Multiplicative Update Rules [11] efficiently. In the sepa-
ration phase, using the template matrices, an overall template
matrix is constructed. Using the power spectrogram of the
mixed signal and the overall template matrix, the excitation
matrix for each source is calculated by solving the equation

|X |2 = [UC][V ′W ′]

In our case, the template matrix for the music signal (C) is
assumed to be known. After finding the excitation matrix
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Table 1: Average Output SMR values (in dB)
Separation Input SMR Values
Method 0dB 5dB 10dB 15dB 20dB

KL-NMF 22.1 28.5 35.3 42.7 50.6

IS-NMF 16.5 23.8 31.4 39.3 47.5
KL-Catalog 17.6 24.2 30.9 38.2 46.2
IS-Catalog 15.9 23.4 31.1 38.9 46.8

for each source, the reconstruction of the speech and music
signals can be done using the following equations:

Ŝ = X⊗
UV

UV +CW

M̂ = X⊗
CW

UV +CW

Since we used the IS divergence, we estimated the complex
spectrum of the sources. In other words, we estimated both
of magnitude and phase of the sources directly.

4. EXPERIMENTAL RESULTS

The ultimate goal of the speech-music separation is to in-
crease the ASR performance, we analyze the performance
of the method using ASR performance measure, Word Error
Rate (WER). However, in order to relate the separation qual-
ity which characterize the separation performance to ASR
tasks, we also calculated Speech-to-Music Ratio (SMR) and
Source-to-Artifact Ratio (SAR) values. In this study, for
simplicity, the gain and frequency filtering parameter are as-
sumed to be constant.

4.1 Speech Recognition System and Test Set

For speech recognition tests, we have used the CMU-Sphinx
HMM-based continuous density speech recognizer which is
trained to recognize Turkish Broadcast News speech. The
gender-dependent acoustic models are trained using MFCCs
and their deltas and double-deltas calculated in 25ms frames
with 10ms shift of the clean speech data. The vocabulary size
of the recognition system is about 30k. The test set contains
1232 utterances distributed approximately uniformly across
8 speakers. The total length of the test set is about 2 hours.

The test utterances are mixed with 4 sec. length jingles at
different Speech-to-Music Ratio (SMR) levels to create the
test set. The background music signal is generated by re-
peating the jingle up to the length of the speech. The average
length of the speech sentences is 6 sec. The jingles are taken
from the broadcast news jingles. The spectrum is computed
using 1024-point length frames and 512 point frame shift is
used. The reason why we use a larger window and shift size
than speech recognition setup is to decrease the computa-
tional complexity of the separation algorithm. The number
of speech bases is fixed at 30.

4.2 Experimental Analysis

In this section, we compare the separation performances of
the proposed catalog-based approaches, which are called as
’IS-Catalog’ and ’KL-Catalog’ methods. As a reference, the
separation performances of the traditional NMF method ap-
proaches, which are called as’IS-NMF’ and ’KL-NMF’, are

Table 2: Average Output SAR values (in dB)
Separation Input SMR Values
Method 0dB 5dB 10dB 15dB 20dB

KL-NMF 10.8 13.4 15.9 18.3 20.4
IS-NMF 11.3 14.6 17.6 20.6 23.4

KL-Catalog 10.9 14.2 17.2 20.2 23.2
IS-Catalog 12.1 15.2 18.1 21.1 24.1

Table 3: Average Output WER values (in %)
Separation Input SMR Values
Method 0dB 5dB 10dB 15dB 20dB
Clean 24.9 24.9 24.9 24.9 24.9
Mixed 99.6 97.4 84.7 59.1 39.6

KL-NMF 74.3 57.2 43.2 36.2 31.5
IS-NMF 66.2 46.1 35.6 28.9 27.6

KL-Catalog 69.4 52.5 39.5 32.6 29.4
IS-Catalog 63.2 44.5 34.6 28.8 27.5

also measured. In this part, we use the jingle itself as the Cat-
alog or NMF model for the music signal. However, it should
be noted that any prior speech information is not used in any
experiments. The SMR, SAR and WER values are shown in
Tables 1, 2 and 3, respectively. The separation results are ob-
tained using each frame of the magnitude or power spectro-
gram of the jingle as a mixture component in catalog based
approaches or a template vector in NMF based approaches.

In [8], it was shown that the ASR results with KL-Catalog
method is better than KL-NMF method. When we exam-
ine the results in Tables 1, 2 and 3 and Figure 3, we can
draw the same conclusion for the IS-Catalog and IS-NMF
methods. Average SMR values of KL-NMF, KL-Catalog, IS-
NMF and IS-Catalog on all input SMRs are 35.9,31.3,31.7
and 31.2 dB, respectively. Similarly, Average SAR values of
KL-NMF, KL-Catalog, IS-NMF and IS-Catalog on all input
SMRs are 15.8,17.2,17.5 and 18.1 dB, respectively.

Although the SMR values of NMF methods are higher
than SMR values of the Catalog methods, since SAR val-
ues of Catalog methods are better than SAR values of NMF
methods, the speech recognition performance of the Catalog
method outperforms the NMF-methods’. From these results,
it can be understood that in speech-music separation, pre-
serving the speech signal is more important than suppressing
the music signal in speech recognition point of view.

With the analysis of the experimental results, using IS di-
vergence or complex Gaussian observation model in speech-
music separation task yields better separation results than
KL divergence or poisson observation model. Using IS di-
vergence in separation decreases the suppression ratio of
the music signal. However, since the reconstruction of the
speech signal with IS divergence results in higher SAR val-
ues, the speech recognition performances of IS methods are
better than KL methods’ performances. From these results, it
can be concluded that using IS divergence or complex Gaus-
sian observation model is more appropriate than KL diver-
gence or poisson observation model for speech-music sepa-
ration task.
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Figure 3: Comparison of ASR Performances of Separation
Methods

5. CONCLUSIONS

The aim of this study is to develop the previously proposed
catalog based speech music separation method for complex
Gaussian observation model and make comparison. The in-
ference method for complex Gaussian model is derived in
this study. We have evaluated the separation performance
of the proposed IS-Catalog method and compare its perfor-
mance with previously proposed KL-Catalog method.

Moreover, traditional NMF methods are used in separa-
tion tests as a baseline systems. As similar to KL case, IS-
Catalog method gets better results than IS-NMF method. In
this study, we showed that using IS divergence based meth-
ods (Catalog or NMF) in speech-music separation outper-
forms KL-divergence based methods. In this study, we as-
sumed a mixture model on the catalog frames, however, in
the case of a known catalog, it is more realistic to assume a
Markov structure on the catalog frame indexes. In the future,
we are planning to use a Markov Model instead of using the
mixture model on the catalog frames.
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