CMPE 480 INTRODUCTION TO ARTIFICIAL INTELLIGENCE
FINAL ANSWERS

a) split ([],[],[]).

split ([Head|Tail], [Head|Pos], Neg) :-


Head>=0,


split (Tail, Pos, Neg).

split ([Head|Tail], Pos, [Head|Neg]) :-


Head<0,


split (Tail, Pos, Neg).
b) split ([],[],[]).

split ([Head|Tail], [Head|Pos], Neg) :-


Head>=0, !,


split (Tail, Pos, Neg).

split ([Head|Tail], Pos, [Head|Neg]) :-


split (Tail, Pos, Neg).

1. One possible tree that can be learnt is as follows:
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We first selected “credit history” feature and obtained three siblings of the root. For the middle branch, we selected “collateral” feature which allowed us to arrive at a decision. For the left and right branchs, we selected “debt” feature. We could arrive at a decision with debt=high on the left and debt=low on the right. For debt=low on the left and debt=high on the right, we continued with “collateral” and “income” features. The tree was completed when the leaf nodes denoted a single decision value.

2. Representation: We have three features (major operation; family at home; old) with yes/no/not important values. So, we can represent a chromosome (solution) by a string “xxx”, where x({T,F,#}.

Suppose that the fitness function is as follows:


Number of examples correctly classified by the solution / total number of examples

Suppose that we randomly generate the initial solution set as {TT#, TFT, T##}. The scores of these solutions are 3/5, 2/5, 1/5, respectively. We do lots of crossovers and mutations on this set. Suppose that we crossover the best two solutions (TT# and TFT) by considering the first two characters of a string as the first substring and the last character as the second substring. We obtain the following offsprings: TTT and TF#. Their scores are 3/5 and 1/5, respectively. Then, we replace the worst two solutions in the initial set with these offsprings:

{TT#, TTT, TF#}

Now, suppose that we select the best one and mutate. Select TTT and change the first character. We obtain FTT, whose score is 4/5.

After several other crossovers and mutations, we can see that no better solution can be obtained. So, the algorithm terminates. In fact, the correct rule (according to this very small amount of data) for deciding whether a patient should be sent home or not is the following: If a patient did not have a major operation and if either he/she is not old and his/her family is not at home or he/she is old and his/her family is at home, then he/she can be sent home.

